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THE PAPER CONCERNS THE PROBLEM OF DETERMINING FRICTION VELOCITY in wall-
bounded flows affected by an adverse pressure gradient (APG). In the work of NIEGO-
DAJEW et al. [22] the corrected Clauser chart method (CCCM) for such flow conditions
was proposed. This approach utilises the mean velocity profiles and turbulence in-
tensity profiles to accurately estimate the friction velocity. In another work, DROZDZ
et al. [27] presented a modified version of the diagnostic-plot scaling (DPS) which
allows for direct reconstruction of turbulence intensity profiles based on the local
mean velocity profile, even when the flow is affected by a strong pressure gradient.
This paper is aimed at verifying whether, when combining both of these methods
(i.e. DPS and CCCM), the friction velocity can be accurately determined for APG
flow conditions and one can possibly take advantage from both methods. The analysis
revealed that the new approach is able to predict the friction velocity with uncertainty
less than 5% for all the considered cases for the Clauser—Rotta parameter 8 < 17.
Lastly, DPS-CCCM was also confronted with two empirical approaches (from avail-
able literature) allowing for estimation of the friction velocity under APG conditions.
The performance of DPS-CCCM was found to be better than the ones of two other
empirical approaches.
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1. Introduction

A PRECISE MEASUREMENT OF THE WALL SHEAR STRESS 7, = u(0U/dy) at
y = 0 is highly important from an engineering point of view as 7, accounts for
a substantial portion of the total drag in ground and air vehicles. Here, p is the
fluid dynamic viscosity, U the streamwise velocity and y the wall-normal dis-
tance. At present, there are plenty of experimental techniques that can be used
to directly measure the skin friction. The most commonly used is oil-film inter-
ferometry (OFI) of TANNER and BLOWS [1]. Shear stress can be also determined
based on a single velocity measurement made using either hot-wire anemometry
(HWA) [2] or laser-Doppler anemometry (LDA) techniques [3], which should be
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performed at a certain distance normal to the wall within the linear region of the
viscous sublayer. PRESTON [4] proposed an approach which relays on a single
point measurement of pressure with the Pitot tube very close to the wall. As it
was further shown by PATEL [5] the accuracy of this approach (also known as
the Preston tube) does not depart much from those of already mentioned meth-
ods. A rapid progress in micro-electro-mechanical systems (MEMS) has resulted
in the development of micron-sized wall sensors that can be used to measure
local skin friction even at high Reynolds numbers [6, 7|. Application of hot-film
gauges [8] and MEMS based hot-films [9] have also been proved to be very effec-
tive in measurements of the skin friction in steady laminar and turbulent flows.
Measurement of wall shear stress can be also performed in liquid flows based on
a heating element (electrode) flush-mounted to the wall [10, 11].

Even though the accuracy of all the mentioned methods is rather high
[2, 12, 13|, they are usually quite difficult to apply in practice. It is because the
measurement is performed in the closest vicinity of the wall where very small
values of velocity are reported and hence these methods require additional cal-
ibration and corrections. Even more problematic is estimation of the wall-shear
stress when the flow becomes affected by strong wall-normal fluctuations. Such
an effect becomes more pronounced towards higher both, pressure gradient and
the Reynolds number, and it is regarded as a serious challenge for all currently
available measuring techniques [14].

In 1956, CLAUSER [15] presented an interesting approach (the well-known
Clauser-chart method (CCM)) which utilises the mean velocity profile U™ (y™)
to determine the friction velocity u, = (7,,/p)%? at the wall by fitting the mea-
sured data to the logarithmic region of the turbulent boundary layer (TBL) —
assuming the universality of the near-wall region. Here, the superscript () indi-
cates the viscous scales (u,) and (v/u,) for Ut and y*, respectively, and p is the
fluid density. This approach, however, is not free of drawbacks: it overestimates
the friction velocity for low Reynolds number flows [16] and underestimates it
when a flow is affected by a favourable or adverse pressure gradient (APG) [17].
The latter weakness of the CCM is particularly troublesome as most practi-
cal flow cases are affected, in particular, by APG, e.g., airfoils, diffusers and
turbine blades. There were also attempts aimed at modifying CCM to make
it applicable to APG flows [18, 19]. This was met with partial success as the
proposed modification did not take into account the flow history effect being
responsible for different locations of the outer maximum in the turbulence in-
tensity profiles |20, 21].

A new approach to the problem has been presented by NIEGODAJEW et al. [22]
who utilised the findings of DECK et al. [23] and MARUSIC [24]. In the former
work, it was suggested that there is a significant contribution of a large-scales
motion (LSM) to the mean wall shear stress, particularly under moderate and
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high Reynolds numbers. In the latter work, it was found that the maximum
energy of LSMs (for canonical flows) coincides well with the geometrical centres
of the logarithmic region. In turn, in [22] the authors found that in APG the
mean velocity profiles intersect with the logarithmic line:

(1.1) Ut =1/kln(y") + B (where x = 0.379 and B = 3.56)

at the same location as the one where the outer peak in a turbulence inten-
sity profile occurs. Moreover, the amplitude modulation coefficient 3u2u§2 Ju’
(where the subscripts L and S denote the large and small-scale components
of the streamwise velocity fluctuations wu(t)) reaches zero exactly at the same
y* position. This implies that there is an indirect relationship between LSM
and skin friction in APG. This relationship was further used to develop a new
approach, the corrected Clauser-chart method (CCCM). According to NIEGO-
DAJEW et al. [22], this approach relies on finding a value of u,, for which U (y™)
profile intersects with the logarithmic line (1.1) at the same y™ position as the
outer maximum in u'. Values of ‘von Karman’ x and B constants in relation
(1.1) were obtained by fitting U™ values at the location of the outer maximum
YT (u),e) using the experimental data of MONTY et al. [25] and DROZDZ and
ELSNER [21], which were obtained under moderate and strong APG, respectively.
Taking into account that the CCCM relies upon identifying the wall-normal po-
sition of ¥/ maximum, one may conclude that it is insensitive to the flow history
changes as this location depends on the flow history and/or local pressure gra-
dient effects [21]. This may be also supported by the studies performed in the
previous work [22]| in which the authors showed that CCCM allowed estimating
proper values of the friction velocities regardless of the flow history. It was proved
that the uncertainty of the method is not higher than 2.5% for the Clauser-Rotta
parameter 5 = (0*/7w)(dPx/dx) up to 28 and for the friction-based Reynolds
number Re; = u,d/v above 1800 in the region prior to the APG section. In
these relations, 0* is the displacement thickness, ¢ the boundary layer thickness
at the wall-normal location, dPy, /dz the streamwise pressure gradient in the
free-stream and v the kinematic viscosity. In our other paper [26], CCCM was
also found to accurately predict the friction velocity on a flat surface in APG
flow, however, downstream a surface undulation with relatively high amplitude.
One should emphasise that as the premultiplied streamwise energy spectra and
the amplitude modulation coefficient are difficult to obtain in practice, so the
method can rely solely on the u’' profile which can be acquired directly from
anemometry measurements.

In another work, DROZDZ et al. [27] presented an adapted version of the
diagnostic-plot scaling (DPS), originally proposed by ALFREDSSON et al. [2§],
which can be used to reconstruct the turbulence intensity profiles. The au-
thors introduced the shape factor to modify the original formula of ALFREDS-
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SON et al. |28] to make it suitable for strong APG flows up to 5 < 14. Hence, it is
interesting to verify whether the hybrid approach (CCCM and DPS) can be used
to accurately estimate friction velocities in APG flows. If so, information only
about the mean velocity profile (measured, for instance, with a pressure probe or
when the measurements are affected by spatial and/or temporal averaging 29|
which may lead to erroneous estimation of the outer maximum location in tur-
bulence intensity profile) would be sufficient to reconstruct u’ with DPS and
then to estimate u, using CCCM. That is why the purpose of the present paper
is to examine performance of such a hybrid (DPS-CCCM) approach based on
the available skin friction experimental data obtained under low/medium and
strong APG flow conditions. Obtained accuracy of DPS-CCCM has been also
confronted with the ones of two empirical approaches allowing for estimation of
the friction velocity under APG conditions, namely, the one of FELSCH et al. [30]
and the other one of WHITFIELD et al. |31].

2. Experimental databases and methods

To determine whether the combination of CCCM and DPS is sufficient for
accurately estimating u,, we examined three different databases which are sum-
marised in Table 1. Note that the experiments of MONTY et al. [25] (for the
moderate APG flow) and DROZDZ and ELSNER [21] (for the strong APG flow)
were previously investigated in the work on the development of CCCM [22]. Note
that there are also other experiments and simulations in APG that have been
investigated in our previous work [22], namely the ones from [20, 32-36]. These
flow cases are characterised either by too-high shape factor values (H > 2),
where H = 0*/6, and/or by too-low Reynolds numbers (Re; < 1000) and so
are out of the application limit of CCCM and cannot be included in the present
study.

In the meantime, however, new databases including the results of skin fric-
tions in APG flows were delivered by VOLINO [37] and by SANMIGUEL VILA
et al. [38]. In the former work, the upper limit of the results was at Re; ~ 1130.
Hence, the CCCM cannot be used to estimate the friction velocity since the
method’s lower application limit is at Re; =~ 1800 in the area preceding the
APG zone, as shown in [22]. In the latter work, some results were obtained at
sufficiently high Reynolds numbers under weak APG (see Table 1) so they were
included in the present study.

One should note that there is one more specific difference between the ex-
periments of MONTY et al. [25] and DROZDZ and ELSNER [21] and the one
of SANMIGUEL VILA et al. [38]. Namely, in [21, 25] the boundary layers devel-
oped in a way that ensured an almost constant value of Re, within the entire
APG section. It is, however, not the case in the experiment [38] where within
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the low-f range (from 1.24 to 2.43) the boundary layer thickness increased from
52 to 101 mm while u, decreased from 0.88 to 0.65 m/s. Consequently, Re,
increased substantially from 2940 to 4410 for the mentioned S range. However,
in a zero-pressure gradient region (prior to the APG zone) the value of Re;
was ~1400. Therefore, this experiment should be treated with caution because,
for such a low Re,, the logarithmic region may not be well developed [39], and
the uncertainty in the estimation of u, was relatively high — up to 3%. Nonethe-
less, since the value of Re; in APG is much higher for selected cases from the
experiment [38] (see Table 1) this data was included in the present study.

It is also important to note that for the given experiments of MONTY et al. |25]
and DROzZDZ and ELSNER [21], 8 increases with streamwise distance, so these
flow cases should be regarded as non-equilibrium boundary layers. However,
the experiment of SANMIGUEL VILA et al. [38] is a near-equilibrium boundary
layer flow at 8 ~ 2.4. More details about near-equilibrium and non-equilibrium
boundary layers can be found in [20] and [37], respectively.

As can be seen from Table 1, the data used cover a wide range of flow pa-
rameters, i.e.: Re; ranges from 1780 to 4410, the momentum thickness-based
Reynolds number Reyp = U.6/v from 7620 to 23450, 8 from 0.91 to 17.2, and H
from 1.3 to 1.71. In the mentioned relations, U, is the velocity at the edge of
the boundary layer thickness, # the momentum loss thickness and H the shape
factor.

Table 1. Databases used in the present study.

source symbol Re, Reg 1] H comments

SANMIGUEL VILA
et al. [38]

MONTY et al. [25] A [1780-3890| 7620-17070 |0.91-4.75| 1.4-1.61 |moderate APG
DRr6zDZ and ELSNER [21]| m  |1910-3400| 9230-22340 | 2.0-17.2 | 1.3-1.71 | strong APG

e |2940-4410|12530-23450|1.24-2.43|1.43-1.52| weak APG

As it was shown in the work of NIEGODAJEW et al. [22], to calculate u, the
CCCM requires an accurate estimation of the outer maximum location in the
u’ profile. So, in this paper we would like to demonstrate that DPS can predict
positions of these extrema with satisfying precision. A general DPS formula
proposed in [27] takes the following form:

u! ( Hy " U
2.1 —| -] =0.280—-0.245—
( ) U ( H ) U@?

where Hj is a constant and equals 1.26, and the value of n-exponent, according
to [27], can be calculated using the relation:

d
(2.2) n = 0.66 ln<cp<5m> + 3.51.
dx
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In the above formula, Cp = 2(P, — Pe,m)/(PUim) =1- (Ue/Ue,m)Q, the sub-
script in denotes the inlet conditions corresponding to the location where the
lowest shape factor occurs, e.g. under zero pressure gradient (ZPG) conditions,
which always takes a non-zero value in APG. It is important to note that the
log-layer develops in ZPG and this development is accompanied by a decreasing
shape factor. The shape factor decreases downstream in ZPG and can start to
increase after the flow reaches APG. The local minimum in H (in the config-
uration from ZPG to APG) can be regarded as the downstream limit for the
development of the log-layer, so it was chosen as a representative criterion — at
the streamwise location with the lowest H, the log-region is developed the most.
Relation (2.1) can be used to reconstruct the outer part of any turbulent inten-
sity profile when the flow is affected by the pressure gradient. The transformed
version of Eq. (2.1) that can be used for such a purpose takes the form:

l/ H n
/ _ _ o
(2.3) 't = <0.280 0.245 )U*( O) :

e

Note that accurate estimation of n and H in the relation (2.3) is not so important
here. The last term in relation (2.3), namely (H/Hp)" is not responsible for
the location of the outer maximum (which is important in CCCM); however it
determines predicted values of w'. Formula (2.3) was further used to reconstruct
the outer parts of turbulent intensity profiles from experiments characterised by
flow parameters in Table 1 in order to obtain friction velocities using CCCM.
The value of u,, can be obtained by matching the intersection of the U™ (y™)
profile with the logarithmic line (1.1) at the same y™ position as the y* position
of the outer maximum in the reconstructed with DPS «/(y™).

3. Results

The sample results in the form of measured and reconstructed outer regions
(only) of turbulence intensity profiles for cases characterised by moderate [25]
and strong [21] APG are presented in Fig. la and 1b, respectively (symbols
are the same as in Table 1). The fit polynomial lines were introduced to better
estimate the location of each maximum (as suggested in [22]). As can be seen,
formula (2.3) slightly underestimates the wall-normal location of the maximum
for the selected data of MONTY et al. [25] and it overestimates the wall-normal
location for the selected data of DROZDZ and ELSNER [21] (see the difference
between the measured and predicted maxima marked as ;! . in Figs. 1a and 1b).
However, as it is further shown, the discrepancies in estimation of local outer
maxima (between experiment and the one obtained from formula (2.3)) do not
contribute much to uncertainty in obtaining friction velocities.
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Fic. 1. Actual and predicted 3 locations of the outer maxima in u' for selected data of:
(a) MoNTY et al. [25] for § = 4.4 and for Reg = 18700 and (b) DrOZDZ and ELSNER [21] for
B =12.4 and for Rey = 17000. Symbols as in Table 1.

The locations of maxima determined using DPS can be directly used to esti-
mate the friction velocities using CCCM. For this, one needs to find such a value
of u,, for which the U™t (y™) profile intersects with the logarithmic line (1.1) at
the same y* position as the y™ position of the outer maximum in the recon-
structed with DPS «/(y™1) profile. The friction velocities obtained in this way are
collected in Table 2 (see the column named as u, DPS Eq. (1.1)) next to the
measured ones, along with corresponding uncertainties & for DPS relative to OFI
measurements. Note that, as shown in [27], DPS allows for the reconstruction
of turbulence intensity profiles up to 8 = 14; however, since there are available
OFI measurements for higher 5 values it is interesting to also examine the per-
formance of the method for such data, i.e. low cases 20 and 24 in Table 2. As
it can be seen, the DPS approach (with logarithmic line (1.1)) allows for the
estimation of the friction velocity with uncertainty € up to 5% for 8 < 14. For
additional cases 20 and 24 with higher § values, i.e. 17.2 and 16.7, respectively,
the uncertainty of DPS for estimating u, clearly increased, reaching 6.17% for
case 20.

As showed in Fig. 1, the locations of predicted outer maxima differ from those
of the experiments. Therefore, it is worth examining whether there is a better
fitting logarithmic line than the one described by Eq. (1.1 ). To verify this, values
of UT at y*(ul,,,), with maxima (u/,,,) determined using DPS as a function
of y*(ul,,.) are plotted in Fig. 2. The new data can be described with a new
logarithmic line:

(3.1) Ut =1/kln(y")+ B (where x = 0.388 and B = 4.16).

It is interesting to note that parameters x and B characterising the new
line (3.1) are very close to those commonly used to describe the logarithmic
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Table 2. Measured and estimated skin friction velocities using CCM and CCCM

methods.

ur [m/s] | ur [m/s| | ur [m/s] | e [%] e (%) source

case |[Re- | 8 | H OFI DPS DPS DPS DPS
Eq. (1.1) | Eq. (3.1) | Eq. (1.1) | Eq. (3.1)

1 [2937(1.24|1.43| 0.854 0.897 0.884 4.97 3.50
2 |3451[1.80|1.46| 0.768 0.799 0.789 3.99 2.69 weak APG
3 |3831(2.30[1.50| 0.683 0.706 0.699 3.31 2.27 138]
4 |4160|2.43[1.52| 0.654 0.667 0.661 2.05 1.13
5 |4414(2.19|1.51| 0.644 0.658 0.654 2.03 1.49
6 |1860[0.91| 1.4 | 0.461 0.471 0.462 2.02 0.15
7 11940 |1.67|1.46| 0.375 0.381 0.376 1.65 0.11
8 |1980(3.12|1.53| 0.331 0.323 0.319 2.27 3.39
9 |1980|4.74|1.61| 0.296 0.295 0.292 0.24 1.25
10 | 2500 | 4.4 |1.58| 0.389 0.383 0.380 1.47 2.37 | moderate APG
11 |3520|4.53|1.54| 0.508 0.498 0.493 2.03 2.91 [25]
12 | 3890 | 4.4 |1.53| 0.565 0.548 0.544 2.92 3.75
13 | 3090 | 1.7 |1.44| 0.625 0.622 0.613 0.46 1.90
14 2500 [1.52|1.45| 0.498 0.482 0.476 3.25 4.46
15 |3267(3.22|1.51| 0.513 0.493 0.487 3.90 4.98
16 | 3560 [4.75|1.55| 0.535 0.516 0.511 3.50 4.43
17 | 2140 2.1 [1.36| 0.358* | 0.366 0.360 2.23 0.56
18 |2160| 5.6 |1.43| 0.310* | 0.317 0.313 2.25 0.96
19 | 1910 [11.5|1.57| 0.252 0.262 0.259 417 2.98
20 1890 |17.2|1.71| 0.227 | 0241 | 0.239 6.17 5.29 strong APG
21 [3505| 2.0 | 1.3 | 0.693* | 0.712 0.699 2.69 0.88 [21]
22 [3590|5.56 [1.39| 0.598* | 0.606 0.598 1.33 0.01
23 [3400|12.4|1.52| 0.475 0.499 0.492 5.07 3.59
24 [3340(16.7[1.61| 0.430 0.451 0.447 4.88 3.95

*Values estimated with an alternative method to OFI, however with an error less than 3% [19].

region of TBL, i.e. Kk = 0.38 and B = 4.1 [40]. As it can be seen, the new log-
line (3.1) is slightly shifted upward with respect to the original one (1.1). The
new line was further used to determine friction velocities to check whether the
uncertainty of the hybrid DPS-CCCM can be reduced. The results of the friction
velocities obtained using the new line are collected in Table 2 (see the column
named u, DPS Eq. (3.1)) together with corresponding uncertainties (see the
column named ¢ DPS Eq. (3.1)). One can see that the maximum uncertainty in
estimating u, when using the log-line (3.1) is at the same level as when using
the log-line (1.1), i.e. 5% even when taking into account cases 20 and 24, i.e.
for g ~ 17. To demonstrate the advantage of using line (3.1), the error histogram
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FiG. 2. Values of UT at y ' (u),q,) in the outer region against ¥y (uqe) — maxima (Un,qq)
obtained using DPS. Symbols as in Table 1.

for the cases from Table 1 (excluding cases 20 and 24 for high § values) is
presented in Fig. 3a. As it can be seen, there are more cases with ¢ < 1 when
using DPS-CCCM together with line (3.1) and more cases with 2 < ¢ < 3
when adopting line (1.1). It is because the new log-line (3.1) ensures better
approximation of the maxima determined with the use DPS (see Fig. 2). Hence,
it is recommended to use log-line (3.1) instead of the original one (1.1) to estimate
friction velocity with DPS-CCCM.

The available literature also offers other empirical skin friction laws for arbi-
trary pressure gradient TBLs. The most popular ones employ two global param-
eters, i.e. Reg and H, like relations of FELSCH et al. [30] and the more recent
one of WHITFIELD et al. [31]. In the former one, the authors formulated the
following relation that can be used to calculate the skin friction coefficient:

(3.2) Ct = 0.058 Rey %2%°(0.93 — 1.95log; o H) ™.

In the latter work, the authors proposed another empirical form for the friction
coefficient, namely:

0.3¢(~133H) H
3.3 Cy = 1.1x107*(tanh(4— —— ) —1).
3 ! (logyg Ree)(1'74+0'31H) i - < o < 0875) >

The friction coeflicient can be directly used to calculate the friction velocity with
information about the free stream velocity U, using the relation:

2
_ 2uz

=7z

(3.4) Cf

Empirical relations (3.2) and (3.3) were used to calculate friction velocity and the
results are presented in Fig. 3a. As can be seen, the performance of each approach
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is comparable; however, DPS-CCCM provides a slightly better prediction of w.,
as there are no cases with € > 5. Our approach differs from the ones of FELSCH
et al. [30] and WHITFIELD et al. [31] as it utilises information about the location
of the outer peak instead of the Reynolds number, so it may be a good alternative
to these correlations.

As a complement to the data in the histogram, the measured values of u, vs
the ones estimated using DPS-CCCM with the log-line (3.1), are presented in the
form of a parity plot in Fig. 3b. One can see that the uncertainty of the method
does not depend on whether the value of friction velocity is high or low since the
uncertainty of the results in Fig. 3b is more or less uniform within the range of
investigated u, values. Note that according to [22], the maximum uncertainty of
CCCM is 2.5%, while for the proposed method utilising DPS-CCCM, it is 5%,
which still can be regarded as acceptable (especially because the method does
not require measurements of turbulence intensity profiles).

a) b)
10 0.9
B DS - Eq. (1) [~ Semorline
N Il oS - Eq. (3.1) 08
8 [/ Felsch et al. (1968) -8
R Whitfield et al. (1981),
2 0.7
=
2
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561 S 0.6+
k) g
5 2
Q 3 1
—g 44 ;03
= =
= 0.4+
2 -
0.3
L : 024 . ; . ; .
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Fia. 3. Histogram of errors for DPS when using line (1.1) and line (3.1) and correlations of:
(a) FELSCH et al. [30] and WHITFIELD et al. [31] and (b) a parity plot showing the relation
between the measured and estimated, using DPS with the new log-line (3.1), values of
friction velocity (b). Symbols as in Table 1.

Finally, let us turn attention to the cases characterised by low-5 values e.g.
(1,2,6,7,14, 17 and 18 — see Table 2) for which the outer maximum was not ap-
parent. This implies an important advantage of DPS-CCCM over CCCM, since
it can also be used to estimate u, for low values of 5. The uncertainty in the men-
tioned flow cases is not higher than 3.5% (when using log-line (3.1)) — see Table 2.

4. Conclusions

This work demonstrated how the friction velocity can be estimated for flow
affected by low/medium and strong APG, where the universal log-law becomes
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invalid. The new method is based on two previously introduced procedures i.e.
the corrected Clauser-chart method (CCCM) and diagnostic-plot scaling (DPS).
The former allows the estimation of u, when having both, the mean velocity
profile and turbulence intensity profile in the outer zone only. The latter enables
the reconstruction of turbulence intensity profiles based solely on the normal
distribution of the mean velocity profiles, allowing it to be combined with CCCM.
As a result, the friction velocity can be estimated in APG based on, for instance,
the mean velocity profile obtained from dynamic pressure measurements using
the Prandtl probe — which is a great advantage of this approach.

This paper examined the performance of such a hybrid solution and reveals
that the combined DPS-CCCM, with log-line (3.1), allows the friction velocity
to be estimated with an uncertainty of less than 5% for all data up to 8 ~ 17,
which is the upper bound of DPS application. It was found that the combined
DPS-CCCM can also be used to estimate u, in flow cases characterised by low-£
values when the outer maximum in «’ is not apparent. The application of the
hybrid approach has a lower bound in the friction Reynolds number at the level
of about 1400. However, it cannot be accurately estimated based on the present
study. It is expected that Re, should be high enough to ensure the logarithmic
region to be sufficiently wide.

DPS-CCCM provides a slightly better prediction of u, than other previ-
ously obtained empirical skin friction laws of FELSCH et al. [30] and WHITFIELD
et al. [31]. More importantly, however, is that the new approach in contrast to
simple correlations relays on different concept. Namely, it is based on the re-
cently observed physical phenomenon indicating that the mean wall-shear stress
are highly dependent on large-scales motion (LSM) particularly under moderate
and high Reynolds numbers.

Another advantage of CCCM-DPS over above mentioned approaches is that
it may rely solely on the mean streamwise velocity profile measured in the outer
region only. Whereas, empirical correlations of FELSCH et al. [30] and WHIT-
FIELD et al. [31] require measurement of entire profile for accurate estimation
of the shape factor and the Reynolds number based on the momentum loss
thickness.

One may also distinguish an advantage of CCCM-DPS over original CCCM,
namely, when the measurements are affected by spatial and temporal averag-
ing and as a result estimation of the outer maximum location in a turbulence
intensity profile may be wrongly determined and therefore the value of u..

The new DPS-CCCM has been proved to be ready to use in prediction of the
friction velocity under the APG flow condition when only the information about
the mean streamwise velocity profile is available.
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