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We analyse an autoignition process in a two-phase flow in a temporally
evolving mixing layer formed between streams of a cold liquid fuel (heptane at 300 K)
and a hot oxidizer (air at 1000 K) flowing in opposite directions. We focus on the
influence of a discretization method on the prediction of the autoignition time and evo-
lution of the flame in its early development phase. We use a high-order code based on
the 6th order compact difference method for the Navier–Stokes and continuity equa-
tions combined with the 2nd order Total Variation Diminishing (TVD) and 5th order
Weighted Essentially Non-Oscillatory (WENO) schemes applied for the discretization
of the advection terms in the scalar transport equations. The obtained results show
that the autoignition time is more dependent on the discretization method than on
the flow initial conditions, i.e., the Reynolds number and the initial turbulence inten-
sity. In terms of mean values, the autoignition occurs approximately 15% earlier when
the TVD scheme is used. In this case, the ignition phase characterizes a sharp peak
in the temporal evolution of the maximum temperature. The observed differences
are attributed to a more dissipative character of the TVD scheme. Its usage leads to
a higher mean level of the fuel in the gaseous form and a smoother distribution of
species resulting in a lower level of the scalar dissipation rate, which facilitates the
autoignition process.
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1. Introduction

With the rapid development of powerful computers, recent designs
of practical devices often rely on mathematical modelling and numerical simu-
lations with the conviction that errors introduced by discretization methods are
small. However, in some problems, the obtained results can be largely influenced
by a numerical method. For example, in modelling of the reactive flows, even
small differences resulting from the discretization of the convective and diffu-
sive terms in the scalar transport equations (temperature, species) can lead to
substantial differences in the results caused by strongly nonlinear source terms.
From that perspective, as the margin between correct and false results is very
narrow, a proper choice of the numerical scheme is mandatory for obtaining re-
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liable results. Unfortunately, in prototyping new devices the choice of appropri-
ate numerical models, discretization schemes and boundary conditions become
quite cumbersome since reference results for validation often do not exist. In
such cases, a typical strategy is to apply a numerical method that proved its
reliability either for similar cases or based on simplified benchmark problems.
They, however, usually cover only some specific range of conditions, which are
not necessarily consistent with the ones actually considered. Therefore, it can be
risky to assume how the scheme performs if conditions change from the ones for
which a particular numerical scheme was validated.

An impact of the discretization scheme was addressed, in many studies, in
the past. For example in [1] the authors investigated the sensitivity of the large-
scale ocean circulation models on the choice of a numerical advection scheme.
It was found that the central-difference scheme leads to non-physical oscillations
of temperature and salinity distributions. The upwind scheme turned out to be
the most diffusive one. The flux-corrected transport scheme with a constant dif-
fusion provided the best accuracy among all tested. In [2] an influence of the finite
difference schemes and sub-grid models on Large Eddy Simulation (LES) pre-
dictions of the turbulent flow around a bluff body was analysed. It was reported
that in an under-resolved near-wall region of a separating boundary layer the
central difference scheme suffered from stability problems. The upwind-biased
schemes of the 3rd order and the Smagorinsky sub-grid eddy viscosity model
yielded reasonable predictions of the sub-grid stresses in most parts of the flow.
Further improvements were obtained by applying high-order difference schemes,
increasing the resolution of the small-scale phenomena, and using dynamic sub-
grid stress models. Chaudhuri et al. [3] performed analyses of turbulent 2D
spatially developing mixing layers interacting with a shock wave, using three dif-
ferent Weighted Essentially Non-Oscillatory (WENO) variants: third-order, fifth-
order and Bandwidth Optimized (BWO). They found that for coarse meshes the
5th order WENO scheme with limiters introduces dispersion errors and is more
dissipative than WENO-BWO. Regarding the reactive flows, Gougeon et al. [4]
applied the Monotone Integrated Large Eddy Simulation (MILES) approach for
analysis of a diffusion type hydrogen jet flame. They found that the numerical
dissipation introduced by the WENO scheme is of the same order as the dis-
sipation originating from a sub-grid model in the classical LES approach. The
Total Variation Diminishing (TVD) schemes with various limiters (Superbee,
MUSCL, Limited Linear, UMIST) were compared in [5]. The simulations based
on the Reynolds Averaged Navier–Stokes (RANS) approach were devoted to the
analysis of a non-reacting evaporating spray. It was observed that a more diffu-
sive turbulence model diminishes the impact of the applied numerical scheme.
Nguyen et al. [6] focused on the influence of the numerical dissipation in simu-
lations of an engine’s in-cylinder combustion. They found that small flow scales
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are the most affected by the discretization scheme. The impact of TVD and
WENO schemes on the solution accuracy in LES of an autoignition process in
a temporally evolving mixing layer (cold H2/hot air) was analysed in [7]. The
authors found that the discretization scheme affects the ignition scenario only
for a lower oxidizer temperature. For the higher ones, the ignition process turned
out to be dominated by the chemical kinetics.

In the present work, we focus on the dependency of the results on the nu-
merical method in the simulations of two-phase reactive flows where not only
the mixing of scalar variables depends on the applied scheme, but also the evap-
oration process that drives the production of fuel in the gaseous form, and thus,
the rates of the chemical reactions. In particular, it is shown that the use of
different discretization schemes in the scalar transport equations can lead to
significant differences in the autoignition delay times and instantaneous temper-
ature levels. Two often used discretization schemes for the advection terms are
applied, namely, the 2nd order TVD and the 5th order WENO. The simulations
are conducted using an in-house LES code, which is based on a high-order com-
pact difference (CD) discretization method applied for the Navier–Stokes and
continuity equations. We analyse the autoignition process in a turbulent two-
phase mixing layer developing between the fuel droplets (n-heptane) dispersed
in a stream of the air at 300 K and stream of an oxidizer, the air at 1000 K.

2. Model formulation

We consider a low Mach number, reacting two-phase flow for which the con-
tinuity and Navier–Stokes equations complemented with the equation of state in
the framework of the LES method are given as:

∂ρ̄

∂t
+
∂ρ̄ũj
∂xj︸ ︷︷ ︸
CD

= Ṡmass,(2.1)

∂ρ̄ũi
∂t

+
∂ρ̄ũiũj
∂xj︸ ︷︷ ︸
CD

= − ∂p̄

∂xi
+
∂τ̄ij
∂xj

+
∂τ sgsij

∂xj︸ ︷︷ ︸
CD

+Ṡm,i,(2.2)

p0 = ρRT̃ ,(2.3)

where the CD letters under the brackets denote that the particular terms in
the equations were discretized using the compact difference method. The bars
and tildes denote the LES and Favre filtered quantities. The symbols p0 and R
stand for the thermodynamic pressure and the mixture gas constant, respectively.
The variables: u, ρ, p, T denote the velocity, density, hydrodynamic pressure and
temperature. The terms τ̄ij and τ

sgs
ij represent the viscous and the subgrid stress
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tensors. The former one is defined as τ̄ij = µ
(
∂ũi
∂xj

+
∂ũj
∂xi

)
− 2

3µ
∂ũk
∂xk

δij and the

latter one τ sgsij = 2µsgsS̃ij in which S̃ij is the Favre filtered rate of strain and
µsgs is the subgrid scale viscosity, modelled using Vreman’s model [8]. The source
terms Ṡmass and Ṡm,i serve for the two-way coupling between the droplets and
the gas phase [9].

The species mass fractions (Yα) and the enthalpy (h) transport equations are
given by:

∂ρ̄Ỹα
∂t

+
∂ρ̄Ỹαũj
∂xj︸ ︷︷ ︸

TVD or WENO

=
∂

∂xj

[(
µ

σ
+
µsgs
σsgs

)
∂Ỹα
∂xj

]
︸ ︷︷ ︸

CD

+Ṡα + ρ̄ω̇α(Y, h),(2.4)

∂ρ̄h̃

∂t
+

∂ρ̄h̃ũj
∂xj︸ ︷︷ ︸

TVD or WENO

=
∂

∂xj

[(
µ

σ
+
µsgs
σsgs

)
∂h̃

∂xj

]
︸ ︷︷ ︸

CD

+Ṡh,(2.5)

where as before the CD, TVD and WENO under the brackets denote the ap-
plied discretization method. The subscript α denotes the species index from 1
to N -species. The symbols σ and σsgs refer to the Prandtl/Schmidt number and
its turbulent analogue. They are assumed equal to 0.7 and 0.9, respectively. The
applied values are recommended in literature and used in various studies [10, 11].
The source terms Ṡα and Ṡh are responsible for the production of the fuel vapour
and the energy exchange between the gas phase and droplets of the liquid fuel.
The position, velocity, temperature of the droplets and their evaporation rates
are computed as in [12] following the formulation of Miller et al. [13], which is
discussed later. The terms ω̇α(Y, h) are the production/destruction terms of the
species and they are computed using the Implicit LES (ILES) approach [14]
assuming that ω̇α(Y, h) ≈ ω̇α(Ỹ , h̃). We consider a one-step global reaction
C7H16+11(O2+3.76N2) = 7CO2+8H2O+41N2 with the reaction rate obtained
from the Arrhenius formula given by:

(2.6) ¯̇ω = B[X̃F ][X̃O2 ] exp

(
−TA(φ̃)

T̃

)
,

where B = 2.4× 1014 cm3 ·mol−1 · s−1 is the pre-exponential factor, [X̃F ], [X̃O2 ]
are the molar concentrations of species and T̃ denotes the temperature. The sym-
bol TA(φ̃) represents the activation temperature calculated applying the ‘tuning’
procedure as proposed in [15]. This procedure relies on expressing the activation
temperature as a function of the local equivalence ratio (φ̃). For the n-heptane
oxidation the following fitting formulas developed by Richardson [16] are ap-
plied:
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(2.7) TA(φ)/Ta0

=


1 + 1.6948(φ− 0.74)2 if φ ≤ 0.74,
1 if 0.74 < φ ≤ 1.13,
1 + 0.0092(φ− 1) + 0.9423(φ− 1.13)2 if φ > 1.13,

where the parameter Ta0 is equal to 15000 K. Compared to detailed chemical
schemes the one-step irreversible mechanisms show deficiencies stemming from
neglecting intermediate species and the quasi-steady state assumption. Specifi-
cally, they tend to influence the induction time, laminar flame speed and strain
rates at extinction. However, the ‘tuning’ procedure used in the current study is
intended to eliminate these weaknesses. The increase of TA(φ̃) in fuel-rich regions
(φ > 1.13) mimics the correct depletion of radicals by a rapid fuel consumption
within the reaction layer. For leaner mixtures TA(φ̃) is fitted appropriately to
yield a very good agreement of the flame speed and the critical strain rate [16].
We emphasise that the main point of the current study is to highlight the im-
portance of the numerical schemes in simulations of reactive two-phase flows.
A possible error introduced by the one-step chemical scheme is systematic, and
therefore the model overall is able to highlight the differences in predictions of
the autoignition delay time introduced by the discretization scheme.

2.1. Spray modelling

2.1.1. Spray source terms. The liquid droplets were modelled in the Lagrangian
framework as the point sources of mass, momentum and energy. The liquid phase
was coupled with the gas phase through the source terms appearing in Eqs. (2.1),
(2.2), (2.4) and (2.5). They comprise of weighted sums of contributions from
all droplets (Np) found in each computational cell divided by its volume, i.e.,
¯̇S = 1/V

∑Np
p=1 Ṡp. Here, V denotes the grid cell volume and p is the index of

p-th droplet. The source terms are formulated as follow:

¯̇Smass,p = ¯̇Sα,p = − d

dt
(md)p,(2.8)

¯̇Sm,p = − d

dt
(mdvd)p,(2.9)

¯̇Sh,p = − d

dt
(mdcfTd)p,(2.10)

wheremd, vd, Td are mass, velocity and temperature of the droplets, respectively.
The symbol cf denotes the specific heat capacity of the liquid fuel.

2.1.2. Droplets transport. The positions and velocities of the droplets were com-
puted according to [13]:
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dxd
dt

= vd,(2.11)

dvd
dt

=
fd
τd

(ũ− vd),(2.12)

where ũ is the gas phase velocity at the droplet position and τd is the droplet
relaxation time τd = ρfD

2/(18µ), where ρf denotes the liquid fuel density and
D is the droplet diameter. The correction factor fd defined based on the Schiller–
Naumann correlation for the drag coefficient is given as [9]:

(2.13) fd =

{
1 + 0.15Re0.687d , Red ≤ 1000,

11/600Red, Red > 1000,

where Red = ρD|ũ − vd|/µ is the droplet Reynolds number. In the current
simulations the dilute regime for the spray is assumed, i.e., the droplets do not
mutually interact. That can be justified taking into account that the volume
fraction occupied by the droplets is significantly lower than 10−3 referred in the
literature as the threshold value of the diluted regimes [9].

2.1.3. Droplets evaporation. The evaporation of the droplets was modelled us-
ing the rapid mixing model (“D2-law”) [18] following the formulation of Miller
et al. [13]. The instantaneous changes in their mass and temperature were cal-
culated from the following equations:

dTd
dt

=
1

3τd

Nu
Pr

Cp,g
Cp,f

(T − Td) +
Lv
cp,f

ṁd

md
,(2.14)

dmd

dt
= ṁd = − Sh

3Sc
md

τd
ln(1 +BM ),(2.15)

in which Cp,f , Cp,g are the heat capacities of the liquid fuel and its vapour, Lv is
the latent heat of evaporation and BM denotes the Spalding mass transfer num-
ber. The Prandtl and Schmidt numbers were computed as Pr = µgCp,g/λg and
Sc = µg/ρgΓg, respectively, while the Nusselt (Nu) and Sherwood (Sh) numbers
were calculated using correlations suggested by Clift et al. [19]. The symbols
Γg, λg and µg represent the binary diffusion coefficient, thermal conductivity
and dynamic viscosity. The subscript (g) denotes the values calculated for the
mixture of the fuel vapour and surrounding gas using “1/3 rule” [17].

2.2. Solution algorithm

The computations were performed using an in-house LES code SAILOR.
The solution algorithm for Eqs. (2.1)–(2.5) is based on a predictor-corrector
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approach combining the Adams–Bashforth and Adams–Moulton methods for the
time integration and the projection method for the pressure-velocity coupling,
details of which can be found in [20, 21].

The spatial discretization was performed on half-staggered meshes using:
(i) the 6th order compact difference scheme (CD in Eqs. (2.1)–(2.5)) for all
terms in the Navier–Stokes and the continuity equations, and also for the diffu-
sion terms in the species transport equations; (ii) the 2nd order TVD or the 5th
order WENO scheme for the convective terms in the scalar transport equations
(TVD or WENO in Eqs. (2.4)–(2.5)). The equations for velocity, position, mass
and temperature of the droplets were integrated in time with the Euler explicit
method. The flow variables were interpolated on the droplets positions using
the 4th order Lagrangian interpolation method while the sources of the momen-
tum, mass and energy from the droplets were distributed on the grid points
using 2nd order trilinear interpolation. The applied code was used and verified
in numerous studies of non-reacting [22–26] and reacting flows [12, 27–31]. For
example, in [27, 28] the spark ignition in H2/N2/air mixtures using the detailed
chemical mechanism of H2 oxidation was analysed in the temporally evolving
mixing layer. There, key characteristics of the development of the ignition kernel
and successive flame propagation or stabilisation of the reaction zone were pre-
dicted very accurately. In [29] the excited flames were successfully computed,
while in [30] the Cabra flame was analysed in detail. In two-phase reactive flow
simulations [12] we compared the reacting spray jets lift-off heights against the
experimental data reporting good agreement. Impact of the evaporation model
on the results of modelling of the two-phase reacting jet was analysed in [31]
using the same one-step chemistry as presently. Satisfactory agreement of the
average velocity profiles was obtained and only the temperature in the far field
region of the jet flame was overpredicted.

2.3. Discretization methods

Details of derivations of the compact difference schemes can be found in
a seminal paper of Lele [32] or in other papers as the literature on this sub-
ject is very extensive. The combination of the discretization schemes for the
derivative approximations on the collocated and half-staggered grids and the
interpolation between these grids was discussed in [20]. Here, we only present
details of the TVD and WENO schemes as their alternate use is the main topic
of this paper.

2.3.1. TVD scheme. Assuming that f stands for a general variable and u denotes
a convection velocity, the terms such as u∂f∂x are discretized depending on the
sign of u. With the nodes indexed by i = 1, 2, . . . , N and a uniform spacing h
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the derivative ∂f/∂x is approximated as:

(2.16)
∂f

∂x

∣∣∣∣
x=xj

=
1

h
(f̂i+1/2 − f̂i−1/2),

where f̂i+1/2 and f̂i−1/2 are the values of the f function at xi±1/2. For u > 0
they are computed as [33]:

(2.17) f̂i+1/2 =

(
1 +

1

2
Ψ(r+i−1/2)−

1

2
Ψ(r+i−3/2)/r

+
i−3/2

)
(fi − fi−1),

where r+i−1/2 and r+i−3/2 are ratios of consecutive variations of the function f :

(2.18) r+i−1/2 =
fi+1 − fi
fi − fi−1

and r+i−3/2 =
fi − fi−1
fi−1 − fi−2

and Ψ(r) is a limiter function. In the present work we apply the van Leer limiter
defined as [33]:

(2.19) Ψ(r) =
r + |r|
1 + |r|

.

The values of f̂i−1/2 are computed in a similar way assuming shifting of the nodes
by one to the left. In the case when u < 0 the values of f̂i+1/2 and f̂i−1/2 are
computed from the analogical formulas with the opposite signs, i.e., Ψ(r−i+1/2)

and Ψ(r−i+3/2).

2.3.2. WENO scheme. In the case of the WENO scheme f̂i+1/2 is computed
as [34]:

(2.20) f̂i+1/2 = w1f̂
(1)
i+1/2 + w2f̂

(2)
i+1/2 + w3f̂

(3)
i+1/2,

where f (1,2,3)i+1/2 are calculated based on the node values as:

f̂
(1)
i+1/2 =

1

3
fi−2 −

7

6
fi−1 +

11

6
fi,

f̂
(2)
i+1/2 = −1

6
fi−1 +

5

6
fi +

1

3
fi+1,

f̂
(3)
i+1/2 =

1

3
fi +

5

6
fi+1 −

1

6
fi+2,

(2.21)

where the nonlinear weights wk are defined through the linear weights γk as:

(2.22) wk =
w̃k∑3
k=1 w̃k

, w̃k =
γk

(ε+ βk)2
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with γk equal to γ1 = 1/3, γ2 = 3/5, γ3 = 3/10, where the smoothing coefficients
βk are defined as:

β1 =
13

12
(fi−2 − 2fi−1 + fi)

2 +
1

4
(fi−2 − 4fi−1 + 3fi)

2,

β2 =
13

12
(fi−1 − 2fi + fi+1)

2 +
1

4
(fi−1 − fi+1)

2,

β3 =
13

12
(fi − 2fi+1 + fi+2)

2 +
1

4
(3fi − 4fi+1 + 3fi+2)

2.

(2.23)

The parameter ε in Eq. (2.22) is equal to 10−6 to avoid singularity. As in the
case of the TVD scheme the values of f̂i−1/2 are computed by shifting the nodes
by one to the left, and when u < 0, the values f̂i+1/2 and f̂i−1/2 are computed
from symmetric formulas with the opposite signs.

3. Configuration

The computational domain used in the present research is shown in Fig. 1.
Its dimensions in the streamwise (x), spanwise (y) and transversal (z) directions
are Lx = 0.025 m, Lz = 0.01 m and Ly = 0.04 m, respectively. The peri-
odic boundary conditions are defined in the x and z directions and the moving
isothermal walls are assumed at y = ±Ly/2. The temporally evolving mixing
layer is formed between two streams flowing in the opposite directions. The up-
per stream is a mixture of the fuel droplets (n-heptane at 300 K) carried by air
and the lower stream is the hot oxidizer (air at 1000 K). The velocity profile is
defined by a hyperbolic tangent function, which is often adopted in the modelling
of the shear layer that constitutes close to the nozzle in jet type flows. It is given
by u(y) = U tanh(2y/δ), where U denotes a free stream velocity outside the mix-
ing layer and δ = 2U/|dU/dy|max is the vorticity thickness equal to 1 mm. The
initial homogeneous isotropic turbulence fields (HIT) were superimposed on the
initial flow field. It was generated according to the following energy spectrum:

(3.1) E(k) = 16
√

2/π
u′

2

0

k0

(
k

k0

)4

e
−2( k

k0
)2
,

where u′0 =
√
〈u′u′〉 denotes the RMS value of the initial velocity fluctuations

and k0 is an adjustable wave number allowing to generate the velocity field with
the required Taylor length scale λ. The RMS value is calculated as u′0 = TiU
for an assumed turbulence intensity Ti. The values of the Reynolds numbers,
Reδ = Uδ/ν (ν – the kinematic viscosity of the oxidizer) and Reλ = u′0λ/ν, and
corresponding to them initial turbulence intensities are given in Table 1. Initially,
the droplets had a uniform size (D = 20 µm) and they were randomly distributed
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in the upper part of the domain. The initial mass loading was mf = 0.00166 g
and the total number of droplets was equal to Np = 584685. This resulted in the
volume fraction occupied by the droplets approximately equal to 0.00025 which
means that it could be assumed that the droplets did not interact with each
other [9].

Fig. 1. Initial flow configuration inside the domain. Left figure: the spheres – denote the
droplets positions, isosurfaces – spanwise velocity of the initial disturbances for Reδ = 25 and

Ti = 2%. Right upper figures: the distribution of the streamwise velocity and the initial
temperature field. Lower-right figure: the velocity vectors attached to the droplets.

The computational domain was discretized by 120×192×48 nodes distributed
uniformly in the ‘x’, ‘y’ and ‘z’ directions respectively, resulting in the nodes
spacings ∆x,y,z ≈ 200 µm. Depending on the case the Kolmogorov length scale
(ηK) ranged from 250 µm up to 620 µm. Taking into account that with the
applied settings the flow was only weakly turbulent (Ti < 10%) and the small
flows scales vanished with time by dissipation, one could assume that the sub-
grid velocity fluctuations were at a low level. That, along with the mesh density
ensures almost DNS resolution was the necessary condition for the applicability
of ILES approach [14]. Tests aiming at the examination of ILES model in a similar
configuration as used in the present studies were performed in [27] and proved
that ILES approach ensures reliable results. The diameters of the droplets in the
current study were lower than the Kolmogorov length scale and 10 times smaller
than the grid nodes spacings that justified treatment of the droplets as the point
sources.
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Table 1. Nomenclature and characteristics of the initial velocity fields.

Cases Ti[%] Reδ Reλ u′0 [m/s]
2T25/2W25 2 25 0.4 7.88 · 10−3

4T25/4W25 4 25 0.8 15.8 · 10−3

6T25/6W25 6 25 1.2 23.6 · 10−3

2T50/2W50 2 50 0.8 15.8 · 10−3

4T50/4W50 4 50 1.6 31.5 · 10−3

6T50/6W50 6 50 2.4 47.3 · 10−3

In the present study, the impact of the discretization scheme was analysed by
comparing the results obtained for 6 different setups of the initial flow conditions
listed in Table 1. In each case, both TVD and WENO schemes were applied. In
the following sections we refer to the particular case using abbreviations pointing
the initial Ti and Reδ, and the letter ‘T’ or ‘W’ denoting the results obtained
using TVD or WENO schemes. For instance, the label 2T25 denotes the results
obtained for the case with Ti = 2%, Reδ = 25 using TVD scheme. The analysed
cases are listed in Table 1. The computations were carried out on a computer
cluster using 24 CPUs. Assuming the CFL number equal to 0.1 the simulations
of particular cases took approximately 48–96 hours. The differences in the so-
lution times resulted from different values of the maximum velocity computed
accordingly to Reδ.

4. Results

4.1. Reference time scale

In the following section, we analyse the dependence of the autoignition delay
time on the discretization scheme and the flow initial conditions. As a reference
value, we define the time delay before autoignition (τref ) obtained from the
computations of the autoignition process in homogeneous heptane-air mixtures
in a batch reactor with one-step global chemistry (the scheme used in the main
body of the present study was based on the variable activation energy). The
values of τref serve as an indication of the relative impact of the other processes
present in the two-phase turbulent flow (e.g. evaporation, advection, mixing)
that delay the autoignition. The τref is plotted in Fig. 2 as a function of mixture
fraction (Z) defined:

(4.1) Z =
νstYF − YO2 + YO2,2

νstYF,1 + YO2,2
,

where νst is the stoichiometric mass ratio, YF , YO2 are the local mass fractions of
the heptane and oxygen and YF,1, YO2,2 are their initial mass fraction in the fuel
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and oxidizer streams. In the present case the values YF,1 = 1.0 and YO2,2 = 0.233
were assumed. The mass fractions of the mixture species are easily obtained for
a given value of YF with YO2 = 0.233(1.0− YF ) and YN2 = 0.767(1.0− YF ).

Fig. 2. Autoignition delay times for homogeneous heptane-air mixtures at Tini = 900 K and
Tini = 1000 K for a range of Z.

The τref is calculated as a time period from the beginning of simulation
to the time instance at which the maximum temperature (Tmax) increases 1%
above the initial temperature. The mixture fraction at which τref is the smallest
is called the most reactive [35] and is denoted as Zmr. Comparing the solutions
for the initial temperature Tini = 900 K and Tini = 1000 K it can be seen that
Zmr = 0.045 is smaller than the stoichiometric mixture fraction Zst = 0.061.
Note that Zmr is independent of temperature, however, the temperature strongly
affects τref . For the case with Tini = 900 K it was equal τref = 0.4× 10−3 s and
for Tini = 1000 K it was equal to τref = 0.09× 10−3 s. We refer to this value in
the following subsections.

4.2. Autoignition in the mixing layer

Prior to the autoignition the mixing layer, irrespective of the applied ini-
tial conditions, presents rather undisturbed character. The flow development at
the stage directly preceding the autoignition is presented in Fig. 3. It shows
the contours of the instantaneous temperature, fuel mass fraction and vorticity
magnitude obtained for the cases characterized by Reδ = 25 and Ti = 6 using
the TVD scheme (6T25, Fig. 3(a)) and the WENO scheme (6W25, Fig. 3(b)).
It can be seen that at this stage the temperature and fuel mass fraction fields
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in the centre of the domain are smooth. On the other hand, the formation of
high vorticity regions makes the shear layer wavy. At later times it destabi-
lizes and a number of individual vortices form. Comparing the solutions ob-
tained using the TVD and WENO schemes it can be noted that the differences
between the fields are hardly seen by the visual inspection. They become ap-
parent only when the flow is more developed and the autoignition spots are
present.

(a) (b)

Fig. 3. Contours of instantaneous temperature, gaseous fuel mass fraction and vorticity
magnitude, obtained for the cases (a) 6T25 and (b) 6W25 shortly before the autoignition.

The autoignition process sequence is depicted in Fig. 4 showing the results
obtained from case 6W25. The subfigures present the results in subsequent time
moments separated in time by 0.35 × 10−3 s. The red isosurface corresponds
to the temperature equal to 1500 K. The spheres represent the droplets and
their temperatures correspond to the colours shown in the legend. The gaseous
fuel mass fraction field (YF ≤ 0.25) is coloured in light green, the black isolines
with labels indicate distinct temperatures isovalues and the coloured lines reflect
the vorticity field. As the heptane evaporates already in a room temperature,
it can be seen that it is present on the upper side of the computational domain in
a gaseous phase. However, its largest content is found in the region of the mixing
layer where the droplets are heated by the lower stream of hot air. There, their
temperature visibly increases and their sizes become smaller due to evaporation.
The flame kernel appears on the lean side, and as is presented also in [35, 36],
the autoignition reveals its local character. As the flame kernel grows causing
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Fig. 4. Evolution of the localized autoignition event from case 6W25 presented at four
consecutive time instances (t = 16.7, 16.9, 17.2 and 17.4 ms). The subfigures show: the fuel

mass fraction contours, vorticity magnitude isolines and temperature black isolines plotted in
the middle section plane. Additionally, the isosurface of temperature equal to 1500 K and

droplets represented by the spheres (enlarged) coloured by their respective temperatures are
presented.

the expansion of hot gases towards the air stream in the negative y-direction
the irregularities in the vorticity are induced. As there is no fuel on that side
of the mixing layer the flame volume shrinks and starts expanding in the x-z
plane along the mixing layer.
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(a) (b)

Fig. 5. Temporal evolution of Tmax for (a) Reδ = 25 and (b) Reδ = 50.

The temporal evolution of the maximum temperature (Tmax) for all analysed
cases obtained for Reδ = 25 and Reδ = 50 is presented in Figs. 5(a) and (b), re-
spectively. The ignition process is manifested by a sudden jump in the maximum
temperature after which the temperature stabilizes at an approximately constant
level. In the full-scale simulations the autoignition delay times are about two or-
ders of magnitude longer comparing to τref in the homogeneous batch reactor
(Fig. 2). Presently, the autoignition is delayed by the time needed for the evap-
oration of droplets and mixing of the evaporated fuel with the hot air stream.
The rate of spray evaporation is strongly influenced by the temperature of a sur-
rounding gas, which is distributed differently depending on initial conditions
(Reδ, Ti) and the applied discretization scheme. For instance, for the cases 2T25
and 2W25 at the time instance t = 10.0 × 10−3 s the averaged temperatures
and their RMS values in the central region of the mixing layer (y = ±0.5δ) are
equal to 〈T 〉WENO = 711 K, 〈T 〉TVD = 691 K and TRMS

WENO = 7.7 K, TRMS
TVD = 5.9 K.

Hence, knowing that in the mixing layer the flow conditions are not homoge-
neous, the mean temperatures and their maximum values are smaller compared
to those assumed when computing τref , the fact that the autoignition occurs
much later (τign ≈ 15 × 10−3 s) is not surprising. It can be seen that τign is
shorter for the cases with Reδ = 50 and it decreases with the increase of the
turbulence intensity. However, the differences due to Reδ or Ti are much smaller
than the differences resulting from the use of the TVD and WENO scheme. In
the former case the averaged autoignition time is τign = 14.3 × 10−3 s and in
the latter one it is equal to τign = 15.5× 10−3 s. It should be noted that similar
results were obtained for the cases run with different initial droplets distribu-
tions, which means that the observed differences are independent of the ran-
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domness of the initial flow conditions but are caused by the use of the different
numerical scheme. Taking into account that 〈T 〉TVD < 〈T 〉WENO it is somewhat
unexpected that τign is shorter in case of using the TVD scheme. In the fol-
lowing sections, we try to find the reason why the TVD scheme accelerates the
autoignition.

4.3. Impact of discretization scheme on the evaporation process

Figure 6 shows the temporal evolution of the maximum value of the mixture
fraction Zmax, which can be directly related to the maximum of YF in the domain
prior to the autoignition. As can be seen the results seem to be almost indepen-
dent of Reδ. Its change causes only minor quantitative differences. They are
definitively smaller than when the discretization scheme is changed. The Zmax

reaches Zmr = 0.045 in less than 1.0 × 10−3 s, but apparently the autoignition
did not occur instantly after reaching this value. This suggests that the locali-
sations of Z ≥ Zmr were outside the regime favourable for ignition being either
in the region dominated by the strong shear stress or large strain rates as the
main factors that prevent the autoignition [27, 28]. Worth noting is the fact that
from the time instance t ≈ 2.0 × 10−3 s the values of Zmax are approximately
5% larger for the WENO scheme for which the ignition occurs later. This means
that the larger values of Zmax or YF,max do not imply faster ignition as one could
intuitively expect.

(a) (b)(a) (b)(a) (b)

Fig. 6. Temporal evolution of Zmax obtained with different schemes and values of the
turbulence intensity. The results obtained for (a) Reδ = 25 and (b) Reδ = 50. The average

autoignition delay times obtained using both the schemes are indicated.

As a measure of an overall evaporation rate, we take an average value of the
fuel mass fraction 〈YF 〉 in the region y = ±δ. The temporal evolution of 〈YF 〉
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is presented for the results obtained using both TVD and WENO schemes for
Ti = 2% and Reδ = 25 in Fig. 7(a) and Reδ = 50 in Fig. 7(b). After an
initial period (t > 5.0 × 10−3 s) the amount of gaseous fuel increases almost
linearly but this trend changes when the ignition occurs. After that moment
〈YF 〉 quickly rises, as the droplets close to the ignition kernel become engulfed by
a developing flame and start to evaporate at the maximum rate. This takes place
when the temperature surrounding the droplets is very high. In such conditions
the droplets quickly reach the constant boiling temperature and the evaporation
process is limited only by the mass transfer rate from the droplets to the gas
phase.

(a) (b)

Fig. 7. Temporal evolution of 〈YF 〉 in the region y = ±δ obtained for (a) Reδ = 25 and
(b) Reδ = 50. The average autoignition delay times obtained with both schemes

are indicated.

Regarding the impact of 〈YF 〉 on the ignition time, it seems that more intense
evaporation observed in case of using the TVD scheme facilitates the ignition.
It is interesting to note that the mean level of the fuel at τign is almost the
same for the TVD and WENO schemes, it equals to 〈YF 〉 ≈ 0.079. This may
suggest that the necessary condition for the ignition is a certain minimum level
of the fuel that is reached faster when the TVD scheme is used. However, taking
into account that before the ignition process begins 〈YF 〉 = 〈Z〉 > Zmr such an
explanation does not seem fully convincing. Rather, the obtained result confirms
that the ignition is not conditioned exclusively on the mixture composition but
is also affected by the flow conditions, as stated in [35]. Regarding the impact of
Reδ it can be seen that it affects the evaporation process only after the ignition.
For the higher Reδ the droplets evaporate faster.
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4.4. Impact of discretization scheme on the scalar dissipation rate

TVD scheme generally introduces a higher level of numerical diffusion than
the WENO scheme, one can presume that the former leads to a smoother fuel
distribution decreasing the value of the scalar dissipation rate (χ). The χ in the
present work was calculated assuming the local equilibrium for which the scalar
variance is linked to the scalar dissipation rate through an algebraic expression
χ = 2Dt

∂Z
∂xi

∂Z
∂xi

in which Dt = D/Sct is the turbulent diffusivity. This scalar
dissipation rate reflects the magnitude of the strain rate that is related to the
convective and diffusive terms in Eqs. (2.4)–(2.5). These terms compete with
the chemical source terms and their large values can delay or event prevent
the ignition [9, 35]. Figure 8 shows plots of the temporal evolution of the Tmax

and scalar dissipation rate conditioned on Tmax (i.e., χ|Tmax) for cases 2T25,
2W25 (Fig. 8(a)) and 2T50, 2W50 (Fig. 8(b)). The solid black and red lines
correspond to the instantaneous values of Tmax obtained by applying the TVD
and WENO schemes, respectively. Initially, Tmax belongs to the region on the
oxidizer side where the gradients of Z are nearly zero, and hence χ|Tmax are zero
as well. When the autoignition spots appear, the maximum temperature occurs
in the mixing layer region, where ∇Z, and thus χ|Tmax are large. It can be seen
that for the WENO scheme χ|Tmax has higher values and it varies much more
than for the TVD scheme. The distribution of χ|Tmax in the mixing layer region
shortly before the autoignition also shows that for the TVD scheme its values are
smaller. This means that the discretization scheme, which characterizes a larger
numerical diffusion leads to a smoother spatial distribution of the fuel that along

(a) (b)

Fig. 8. Temporal evolution of Tmax (black and red lines) and χ|Tmax (black and red points)
corresponding to the cases (a) 2T25 and 2W25 and (b) 2T50 and 2W50.
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with its higher mean level facilitates the ignition. Note, that these findings are
valid for both Reynolds number values considered.

5. Conclusions

The paper presented comparative studies on the influence of the discretization
scheme on the autoignition delay time in the reacting two-phase flow with the dis-
persed n-heptane droplets. The simulations were performed with the help of the
high-order compact difference solver using both the TVD and WENO schemes to
discretize the convective terms in the scalar transport equations. The obtained
results showed the differences in the ignition times were dependent more on the
discretization method than on the initial conditions, i.e., the Reynolds number
or the initial turbulence intensity. When using the TVD scheme, the ignition
always occurred earlier, approximately 2 ms, which translated to 15% of the
average ignition time. In this case, the impact of the initial turbulence intensity
was significantly smaller. Such behaviour was attributed to a larger level of the
numerical diffusion, which affected the gradients of the fuel mass fraction and
diminished differences resulting from the initial conditions. It was found that
the TVD scheme leads to a smoother distribution of the fuel mass fraction and
its larger mean values, and these factors accelerate the ignition. The fact that
the numerical method has a larger influence on the solution than the physical
conditions is not encouraging and should be considered as an important issue in
the numerical investigations of the reactive flows. In general, it is difficult to uni-
vocally suggest which scheme ensures more accurate results and should be used.
One should be aware that the formal order of the method does not necessarily
mean better performance. It can happen that due to mutual interactions of dis-
cretization errors and sub-model errors (e.g., sub-grid viscosity or evaporation
model) the low-order scheme may yield more accurate solutions. One can also
expect that dependence of the results on the numerical scheme may vary from
case to case. Hence, taking into account that availability of the experimental or
DNS data, which could serve for validation, is often very limited, the assessment
of the impact of the discretization scheme can be judged only by performing
simulations using two or more numerical methods.
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