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The start point of the dual phase lag equation (DPLE) formulation is the
generalized Fourier law in which two positive constants (the relaxation and thermal-
ization times) appear. This type of equation can be used (among others) to describe
the heat conduction processes proceeding in micro-scale. Depending on the number
of components in the development of the generalized Fourier law into a power series,
one can obtain both the first-order DPLE and the second-order one. In this paper
the first-order dual phase lag equation is considered. The primary objective of this
research is the transformation of DPLE differential form to the integro-differential
one supplemented by the appropriate boundary-initial conditions. The obtained form
of the differential equation is much simpler and more convenient at the stage of nu-
merical computations – the numerical algorithm based on the three-time-level scheme
reduces to the two-time-level one. To find the numerical solution, the Control Vol-
ume Method is used (the heating of thin metal film subjected to a laser beam is
considered). The choice of the numerical method was not accidental. The method
has a simple physical interpretation ensuring the preservation of the local and global
energy balances. To our knowledge, it has not been used so far in this type of tasks.
In the final part of the paper the examples of numerical simulations are presented
and the conclusions are formulated.
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Notation

c volumetric specific heat [J/(m3 K)],
f level of time,
I0 laser intensity [J/m2],
L domain depth for 1D task [m],
n outward unit normal vector,
q(x, t) heat flux vector [W/m2],
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q0 initial heat flux [W/m2],
qb boundary heat flux [W/m2],
Q capacity of internal heat sources [W/m3],
rd characteristic radius of Gaussian laser beam [m],
R, Z radius and height of axially-symmetrical domain for 2D task [m],
Rf reflectivity of irradiated surface,
T temperature [K],
T0, T1 initial conditions [K],
Tout ambient temperature [K],
t time [s],
tp characteristic time of laser pulse [s],
x, x, r, z geometrical co-ordinates [m],
∆Vi volume of Ωi [m3].

Greek letters
α heat transfer coefficient [W/(m2K)],
δ optical penetration depth [m],
Γ boundary of domain,
λ thermal conductivity [W/(m K)],
Φ shape functions of CVM mesh,
τq relaxation time [s],
τT thermalization time [s],
Ω domain,
Ωi i-th control volume.

1. Introduction

In this paper, the first order dual-phase lag equation [1–4] is applied
for numerical modeling of thermal processes in the domain of thin metal film sub-
jected to a laser pulse [5, 6]. Thus, the problem related to the microscale heat
transfer is discussed. Heat transfer through the metal microdomains affected by
the laser beam is of the vital importance in microtechnology applications and
it is a reason that the problem related to the fast heating of solids has become
a very active research area. The characteristics of such a process are the ex-
tremely short duration, the extreme temperature gradients and the very small
dimensions of the domain considered The very high heating rates typical for the
micro-scale heat transfer cause that the finite value of thermal wave velocity
should be somehow taken into account. The effect of local and temporary lag
of heat flux in relation to the temperature gradient was taken into account by
Cattaneo [7]. In particular, the modification of Fourier’s law has been pro-
posed and finally the hyperbolic energy equation called the Cattaneo–Vernotte
equation has been obtained. The similar approach leads to the dual-phase lag
model but the generalization of the Fourier law results from the introduction of
two lag times (e.g. [8]), namely

(1.1) q(x, t + τq) = −λ∇T (x, t + τT )
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where q is a heat flux vector, ∇T is a temperature gradient, λ is a thermal
conductivity, x, t denote the geometrical co-ordinates and time. The positive
constants τq, τT correspond to the relaxation time and thermalization time,
respectively. The relaxation time τq takes into account the small-scale response
in time, while the thermalization time τT takes into account the small-scale
response in space [9, 10]. The formula (1.1) is developed into the Taylor series
and depending on the order of development (after using the well-known energy
balance equation) the first- or the second-order DPLE is obtained [11, 12]. The
mixed variants are also considered, for example the left hand side of equation
is the same as in the case of the second-order model, while the right hand side
corresponds to the first-order model [13, 14]. In the papers [15–17] the basic
form of DPLE is modified using the substitution techniques (the paper [15]
concerns the first-order DPLE). It should be pointed out, that the solutions of
higher-order DPLE can be incorrect and this fact results from the limitations
concerning the values of lag times. These problems are discussed in [18–20]. As
mentioned previously, this work involves the transformation of the first order
DPLE.

In literature one can find the analytical or semi-analytical solutions of the
first-order DPLE concerning, as a rule, the 1D problems. In this paper the results
of numerical computations are compared with the analytical solution presented
by Ciesielski in [21]. The other analytical solution concerning the similar task
using the Green function method and finite integral transform technique can
be found in [22]. In turn, in the paper [23] the multi-layered cylindrical and
spherical domains are considered and the solution is obtained by means of the
Laplace transform method. In recent years the dual-phase lag model has been
applied for the analysis of thermal processes occurring in the domain of biological
tissue. The analytical solutions of DPL bio-heat transfer equation are presented
in [24, 25]. The analytical solution of the three-dimensional DPLE using the
Adomian decomposition method (ADM) can be found in [26]. The exact solution
of the lagging model for the semi-infinite medium is discussed in [27].

In the vast majority of the works associated with the practical aspects of
DPLE solutions the numerical methods are used, mainly the different variants
of the finite difference method. Restricting only to the first-order equations,
one can (as an example), mention works [5, 11, 12, 14, 15, 28, 29]. The others
numerical methods are also applied, of course. Here one can replace the control
volume method (e.g. [30–32]), the boundary element method (e.g. [33]) or the
finite element method (e.g. [34]).

The work consists of six sections. In Section 2 the governing equations creat-
ing the classical dual-phase lag model and its integro-differential modification are
discussed. A mathematical form of the appropriate boundary-initial conditions is
also formulated. Section 3 is devoted to the presentation of the authorial numer-
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ical algorithm based on the control volume method. In Section 4 the 1D and 2D
axially-symmetrical problems concerning the thin metal film heating are consid-
ered. The laser action is taken into account by the introduction of the artificial
internal heat source Q(x, t) – this approach is very often used. The second part
of this Section is devoted to details concerning the numerical solution of the task
formulated. Also, in this Section the examples of computations are presented. In
particular, the heating/cooling process in the domain of thin metal film (gold,
chromium, nickel) subjected to a laser pulse is considered. Next, the verification
and analysis of numerical solutions are studied. The solutions obtained are com-
pared, among others, with the analytical ones discussed in [21]. The last section
contains the conclusions and final remarks resulting from conducted research.

2. Governing equations

The domain Ω ⊂ R
d, d = 1, 2, 3, bounded by the boundary Γ is considered.

As mentioned in the introduction the starting point for the considerations is
the assumption that the heat conduction in solids results from the generalized
Fourier law (1.1). The dependence containing the time delays makes difficult to
find the general solution for the temperature. The usual approach to study the
effects of the dual phase lag model results from the Taylor series expansion. The
first-order approximations for q as well as for ∇T occurred in formula (1.1) lead
to the equation

(2.1) q(x, t) + τq
∂q(x, t)

∂t
= −λ

[

∇T (x, t) + τT
∂∇T (x, t)

∂t

]

which is often called the first-order dual-phase-lagging constitutive equation. The
above formula can be treated as a differential equation and should be supple-
mented by the initial conditions for q and ∇T .

The second important equation is the general energy balance equation which
can be written as

(2.2) c
∂T (x, t)

∂t
= −∇ · q(x, t) + Q(x, t)

where c is a volumetric specific heat, the function Q(x, t) is a capacity of internal
heat sources (e.g. related to the laser heating).

The ‘natural’ initial condition for Eq. (2.2) is given in the form

(2.3) T (x, 0) = T0(x).

Also, the other forms of initial conditions for Eq. (2.2) can be used. The following
initial condition results directly from Eq. (2.2), for t = 0,

(2.4)
∂T (x, t)

∂t

∣

∣

∣

∣

t=0

=
−∇ · q(x, 0) + Q(x, 0)

c
= T1(x).
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If Q(x, 0) = 0 and ∇·q(x, 0) = 0, then the initial condition is T1(x) = 0. But, if
the source function Q is described by, for example, the Gaussian-type function
then for t = 0: Q(x, t)|t=0 6= 0 and this initial condition should be taken into
account in order to ensure the energy balance of the system.

2.1. Differential form of DPLE

Applying the divergence operator to both sides of Eq. (2.1) and introducing
the divergence term ∇ · q(x, t) from Eq. (2.2) into the obtained formula, the
following differential equation determining the transient temperature field in the
domain considered is formulated

(2.5) c

(

∂T (x, t)

∂t
+ τq

∂2T (x, t)

∂t2

)

= λ

(

∇2T (x, t) + τT
∂∇2T (x, t)

∂t

)

+ Q(x, t) + τq
∂Q(x, t)

∂t

which should be supplemented by the initial conditions (2.3)–(2.4) and the ap-
propriate boundary conditions.

2.2. Integro-differential form of DPLE

The combination of the constitutive equation for heat transfer (2.1) and the
energy conservation equation (2.2) can be also realized in another way. One
can notice that Eq. (2.1) can be treated as a differential equation.The general
solution of this equation with respect to function q(x, t) (obtained on the basis
of the solution discussed in [35]) is the following

(2.6) q(x, t)

= exp

(

− t

τq

)[

C(x) − λ

τq

∫

exp

(

t

τq

)(

∇T (x, t) + τT
∂∇T (x, t)

∂t

)

dt

]

where C is an arbitrary integration “constant” depending on the variable x and
it should be determined in the case to find the particular solution satisfying any
initial condition In this work, the following initial condition at t = 0 is taken
into account

(2.7) q(x, 0) = q0(x).

Alternatively, the first order differential Eq.(2.1) with the initial condition (2.7)
can be also solved with respect to function q(x, t) by the Laplace transform
method [35]. Taking the Laplace transformation on both sides of Eq. (2.1) one
obtains



420 M. Ciesielski et al.

(2.8)

L{q(x, t)}(s)+τqL
{

∂q(x, t)

∂t

}

(s) = −λL
{

∇T (x, t)+τT
∂∇T (x, t)

∂t

}

(s),

q̃(x, s)+τq(s q̃(x, s)−q0(x)) = −λ ˜̄T (x, s),

˜̄T (x, s) = L
{

∇T (x, t)+τT
∂∇T (x, t)

∂t

}

(s).

Solving for q̃(x, s) we have

(2.9) q̃(x, s) = −λ ˜̄T (x, s)

τqs + 1
+

τq q0(x)

τqs + 1
.

Next, using the inverse Laplace transform we get the solution in time domain

(2.10) q(x, t) = L−1{q̃(x, s)}(t)

= − λ

τq
L−1

{ ˜̄T (x, s)

s + τ−1
q

}

(t) + q0(x)L−1

{

1

s + τ−1
q

}

(t)

= − λ

τq
exp

(

− t

τq

)

∗
(

∇T (x, t) + τT
∂∇T (x, t)

∂t

)

+ exp

(

− t

τq

)

q0(x).

By applying the convolution integral and sum rule of integration, the above
particular solution can be expressed in the form

(2.11) q(x, t)

= − λ

τq

t
∫

0

exp

(

− t − u

τq

)(

∇T (x, u) + τT
∂∇T (x, u)

∂u

)

du + exp

(

− t

τq

)

q0(x)

= −λ

(

1

τq

t
∫

0

exp

(

− t − u

τq

)

∇T (x, u) du +
τT

τq

t
∫

0

exp

(

− t − u

τq

)

∂∇T (x, u)

∂u
du

)

+ exp

(

− t

τq

)

q0(x).

Next, by using the integration by parts formula to the second integral in Eq. (2.11):

(2.12)

t
∫

0

exp

(

− t − u

τq

)

∂∇T (x, u)

∂u
du

= exp

(

− t − u

τq

)

∇T (x, u)|t0 −
t

∫

0

1

τq
exp

(

− t − u

τq

)

∇T (x, u) du

= ∇T (x, t) − exp

(

− t

τq

)

∇T (x, 0) − 1

τq

t
∫

0

exp

(

− t − u

τq

)

∇T (x, u) du
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and subsequent transformations of this equation lead to the form

q(x, t) = −λ

(

1

τq

t
∫

0

exp

(

− t−u

τq

)

∇T (x, u) du+
τT

τq
∇T (x, t)(2.13)

− τT

τq
exp

(

− t

τq

)

∇T (x, 0)− τT

τ2
q

t
∫

0

exp

(

− t−u

τq

)

∇T (x, u) du

)

+exp

(

− t

τq

)

q0(x)

= −λ

(

τT

τq
∇T (x, t)− τT

τq
exp

(

− t

τq

)

∇T (x, 0)

+
τq−τT

τ2
q

t
∫

0

exp

(

− t−u

τq

)

∇T (x, u) du

)

+exp

(

− t

τq

)

q0(x)

or

q(x, t) = −λ
τT

τq
(∇T (x, t) − sq(t)∇T (x, 0))(2.14)

− λ

t
∫

0

Kq(t − u)∇T (x, u) du + sq(t)q0(x)

where

Kq(v) =
τq − τT

τ2
q

exp

(−v

τq

)

,(2.15)

sq(t) = exp

(

− t

τq

)

.(2.16)

Equation (2.14) shows that the heat flux at the time t depends on the history of
the temperature gradient in the whole time interval [0, t]. This proves that the
heat flux has a thermal memory.

Introducing formula (2.14) into Eq. (2.2) one has

(2.17) c
∂T (x, t)

∂t
= λ

τT

τq
(∇2T (x, t) − sq(t)∇2T (x, 0))

+ λ

t
∫

0

Kq(t − u)∇2T (x, u) du − sq(t)(∇ · q0(x)) + Q(x, t).
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From the formula (2.3) follows that ∇2T (x, 0) = ∇2T0(x) and it can be directly
introduced into Eq. (2.17). In turn, from Eq. (2.4) one has

∇ · q0(x) = −cT1(x) + Q(x, 0)

and this formula can be also putted into Eq. (2.17). Thus, the final integro-
differential form of the DPLE is the following

(2.18) c
∂T (x, t)

∂t
= λ

τT

τq
(∇2T (x, t) − sq(t)∇2T0(x))

+ λ

t
∫

0

Kq(t − u)∇2T (x, u) du + sq(t)(c T1(x) − Q(x, 0)) + Q(x, t)

while the initial condition is given by Eq. (2.3). A similar (in the mathematical
sense) equation can be found in the work of Joseph and Preziosi [36], while
the very general considerations about the integro-differential approach in [1].

2.3. Boundary conditions for the integro-differential equation

The Dirichlet boundary condition assumed on the part Γ of ∂Ω has a form

(2.19) x ∈ Γ : T (x, t) = Tb(x, t).

In the case of the Neumann boundary condition assumed on the part Γ of ∂Ω,
this means

(2.20) x ∈ Γ : n · q(x, t) = qb(x, t).

This condition should be converted into the form depending on the temperature
gradient. Here n is an outward unit normal vector. Putting formula (2.14) into
(2.20) one has

(2.21) x ∈ Γ : −λ
τT

τq
(n · ∇T (x, t) − sq(t)(n · ∇T (x, 0)))

− λ

t
∫

0

Kq(t − u)(n · ∇T (x, u)) du + sq(t)(n · q0(x)) = qb(x, t).

Assuming for x ∈ Γ that n · q0(x) = qb(x, 0) and n · ∇T (x, 0) = n · ∇T0(x)

(2.22) x ∈ Γ :
τT

τq
(n · ∇T (x, t)) +

t
∫

0

Kq(t − u)(n · ∇T (x, u)) du

=
τT

τq
(sq(t)(n · ∇T0(x))) − 1

λ
(qb(x, t) − sq(t)qb(x, 0))
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then the analytical solution of the above integral equation is of the form

(2.23) x ∈ Γ : −λ(n · ∇T (x, t)) =
τq

τT
(qb(x, t) − sT (t)qb(x, 0))

+

t
∫

0

KT (t − u)qb(x, u) du − λ(sT (t)(n · ∇T0(x)))

where

KT (v) =
τT − τq

τ2
T

exp

(

− v

τT

)

,(2.24)

sT (t) = exp

(

− t

τT

)

.(2.25)

The Robin boundary condition given on Γ (which was not used in this work),
this means

(2.26) x ∈ Γ : n · q(x, t) = α[T (x, t) − Tout(x, t)],

can be easy formulated by substitution qb(x, t) = α[T (x, t) − Tout(x, t)] into
Eqs. (2.21) and (2.23).

It should be pointed out that for qb(x, t)|x∈Γ = q̄b(x)|x∈Γ (which is a common
case) the condition (2.23) reduces to the form

(2.27) x ∈ Γ : −λ(n · ∇T (x, t))

=

(

τq

τT
(1 − sT (t)) +

t
∫

0

KT (t − u) du

)

q̄b(x) − λ(sT (t)(n · ∇T0(x)))

or after further transformations

(2.28) x ∈ Γ : −λ(n · ∇T (x, t)) = (1 − sT (t))q̄b(x) − λ(sT (t)(n · ∇T0(x))).

In the case of the adiabatic boundary condition (no flux b.c.) qb(x, t)|x∈Γ =
q̄b(x)|x∈Γ = 0 the first term of the right hand side of Eq. (2.28) vanishes.

Now, the simplifications for particular cases of the initial conditions are dis-
cussed:

1. q0(x) = 0. Then in Eq. (2.4) ∇ · q(x, 0) = 0 and T1(x) = Q(x, 0)/c. So,
Eq. (2.18) simplifies to the form

(2.29) c
∂T (x, t)

∂t

= λ
τT

τq
(∇2T (x, t) − sq(t)∇2T0(x)) + λ

t
∫

0

Kq(t − u)∇2T (x, u) du + Q(x, t).
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2. T0(x) = Tinit = const. It follows from here ∇2T0(x) = 0 and n · ∇T0(x)
= 0. The particular terms in equations (2.18), (2.29) as well as in the boundary
conditions (2.23), (2.28) disappear. The mathematical model of such a process
is significantly simpler.

3. Solution of equation using the control volume method

The control volume method (CVM) [30, 31, 32, 37] can be used, among oth-
ers, to numerical solution of the heat diffusion equations. At first, the equation
containing the divergence operators is integrated over the control volumes (so-
called cells). Next, applying the Gauss theorem, the volume integral over the di-
vergence is converted into a surface integral across the boundaries. These surface
integrals can be calculated using suitable numerical methods for approximation
of the sum of the fluxes across the boundary of the cells. The next stage of this
method is a numerical approximation of time derivatives and time dependent
integrals. The obtained system of algebraic equations allows one to find a set of
unknowns (here the temporary temperature values at the nodes situated inside
the control volumes).

Integration of Eq. (2.18) over the control volume Ωi leads to

(3.1) c

∫

Ωi

∂T (x, t)

∂t
dΩ = λ

τT

τq

(∫

Ωi

∇2T (x, t) dΩ − sq(t)

∫

Ωi

∇2T0(x) dΩ

)

+ λ

t
∫

0

Kq(t − u)

∫

Ωi

∇2T (x, u)dΩ du + sq(t)

(

c

∫

Ωi

T1(x) dΩ −
∫

Ωi

Q(x, 0) dΩ

)

+

∫

Ωi

Q(x, t) dΩ.

Let us introduce the functions Ti (t) and Qi(t) which represent the average values
of temperature and heat source in Ωi, while ∆Vi, i = 1, . . . , N is the volume of Ωi

(3.2) Ti(t) =
1

∆Vi

∫

Ωi

T (x, t) dΩ and Qi(t) =
1

∆Vi

∫

Ωi

Q(x, t) dΩ.

Additionally

(3.3)
dTi(t)

dt
=

1

∆Vi

∫

Ωi

∂T (x, t)

∂t
dΩ
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and (see Eq. (2.4))

(3.4) T̄1i =
1

∆Vi

∫

Ωi

T1(x) dΩ.

Next, the function θi(t) in the form

θi(t) =
λ

∆Vi

∫

Ωi

∇2T (x, t) dΩ =
λ

∆Vi

∫

Ai

n · ∇T (x, t) dA(3.5)

=
λ

∆Vi

∑

j

∫

∆Aj

n · ∇T (x, t) dA

∼= λ

∆Vi

∑

j

(n · ∇T (x, t))∆Aj = λ
∑

j

(n · ∇T (x, t))Φi,j

is defined. Here Ai is the total surface limiting the control volume Ωi, while
∆Aj is the selected part of surface Ai, Φi,j = ∆Aj/∆Vi are called the shape
functions (see [37]) To obtain above relation the Gauss–Ostrogradsky theorem
has been used. In a similar way, the notations related to the initial conditions
are determined

θi(0) ≡ λ

∆Vi

∫

Ωi

∇2T (x, 0) dΩ =
λ

∆Vi

∫

Ωi

∇2T0(x) dΩ(3.6)

∼= λ
∑

j

(n · ∇T0(x))Φi,j

which can be calculated once for every control volume.
Putting Eqs. (3.2)–(3.6) into Eq. (3.1), the following semi-discrete form of

Eq. (2.18) is obtained

c
dTi(t)

dt
∆Vi =

τT

τq
(θi(t)∆Vi − sq(t)θi(0)∆Vi)(3.7)

+

t
∫

0

Kq(t − u)θi(u) du ∆Vi

+ sq(t)(cT̄1i ∆Vi − Qi(0)∆Vi) + Qi(t)∆Vi

or

(3.8) c
dTi(t)

dt
=

τT

τq
(θi(t) − sq(t)θi(0)) + Ψi(t) + sq(t)(cT̄1 i − Qi(0)) + Qi(t)
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where

(3.9) Ψi(t) =

t
∫

0

Kq(t − u)θi(u) du.

The second stage of the CVM is the integration of Eq. (3.8) with respect to time.
Thus, the homogeneous time grid is introduced:

(3.10) 0 = t0 < t1 < . . . < tf−1 < tf < . . . < tF = M, tf = f∆t

for f = 0, . . . , F.

The effect of the integration of equation from tf−1 to tf can be obtained introduc-
ing the approximation of time derivatives by the appropriate finite differences
and for transition: tf−1 → tf , f = 1, . . . , F , the following numerical scheme
(here: the implicit scheme) is proposed

c
Ti(t

f ) − Ti(t
f−1)

∆t
=

τT

τq
(θi(t

f ) − sq(t
f )θi(t

0)) + Ψi(t
f )(3.11)

+ sq(t
f )(cT̄1i − Qi(t

0)) +
Qi(t

f ) + Qi(t
f−1)

2

wherein the term containing the internal heat source is taken as the arithmetic
mean of Q for times f−1 and f . Let us introduce the additional notations: T f

i ≡
Ti(t

f ), Qf
i ≡ Qi(t

f ), θf
i ≡ θi(t

f ), Ψf
i ≡ Ψi(t

f ), sf
q ≡ sq(t

f ). Then, Eq. (3.11) can
be written as

(3.12) c
T f

i − T f−1
i

∆t
=

τT

τq
(θf

i − sf
q θ0

i ) + Ψf
i + sf

q (cT̄1 i − Q0
i ) +

Qf
i + Qf−1

i

2
.

The term Ψf
i can be approximated in the following way (by using the trapezoidal

rule of integration)

Ψf
i ≡ Ψi(t

f ) =

tf
∫

0

Kq(t
f − u)θi(u) du =

f
∑

k=1

tk
∫

tk−1

Kq(t
f − u)θi(u) du(3.13)

∼=
f

∑

k=1

θk
i + θk−1

i

2

tk
∫

tk−1

Kq(t
f − u) du ∼=

f
∑

k=1

(θk
i + θk−1

i )K̂f,k
q

= K̂f,f
q θf

i +

f−1
∑

k=1

(K̂f,k
q + K̂f,k+1

q )θk
i + K̂f,1

q θ0
i
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where

K̂f,k
q =

1

2

tk
∫

tk−1

Kq(t
f − u) du =

1

2

(

1 − τT

τq

)

exp

(

− tf − u

τq

)∣

∣

∣

∣

tk

tk−1

(3.14)

= hf (gk − gk−1)

and

hf = exp

(

−f∆t

τq

)

,(3.15)

gk =
1

2

(

1 − τT

τq

)

exp

(

k∆t

τq

)

for k = 0, . . . , f.(3.16)

Further transformations of Ψf
i (Eq. (3.13)) lead to the formula

Ψf
i = hf (gf − gf−1)θf

i + hf
(

(g1 − g0)θ0
i +

f−1
∑

k=1

(gk+1 − gk−1)θk
i

)

(3.17)

= wθf
i + hfuf−1

i

where

w = hf (gf − gf−1) =
1

2

(

1 − τT

τq

)(

1 − exp

(

−∆t

τq

))

,(3.18)

uf−1
i = (g1 − g0)θ0

i +

f−1
∑

k=1

(gk+1 − gk−1)θk
i for f > 0.(3.19)

One can notice that the coefficient w does not depend on time level f .
To reduce the computation costs (i.e. the computational time and memory

requirements) for the presented discrete scheme, the following recurrence rela-
tionship is introduced

(3.20) uf
i =

{

uf−1
i + (gf+1 − gf−1)θf

i for f > 0,

(g1 − g0)θ0
i for f = 0

and now, to calculate these values for the successive time steps, the previous val-
ues of uf−1

i can be used – this approach significantly reduces the computational
time and memory requirements.

Putting Eq. (3.17) into (3.12) and after rearranging one obtains

(3.21) T f
i − ∆t

c

(

τT

τq
+ w

)

θf
i

= T f−1
i +

∆t

c

[

hfuf−1
i − τT

τq
sf
q θ0

i + sf
q (cT̄1i − Q0

i ) +
Qf

i + Qf−1
i

2

]

.
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Simultaneously, at the same level of time f for i-th control volume after the
determination of T f

i , the values of uf
i (Eq. (3.20)) should be additionally deter-

mined. It is worth pointing out that this approach is favourable at the stage of
numerical calculation.

Whereas, values of θf
i (see Eq. (3.5))

(3.22) θf
i
∼= λ

∑

j

(n · ∇T (x, tf ))Φi,j

and the method of approximation of θf
i should be determined depending on

discretization of the considered (1D, 2D or 3D) domain. The shape of control
volumes can be defined in many ways, i.e. one of discretizations of the domain
is the Voronoi mesh [37]. Proper determination of the temperature gradient on
every boundary of the control volume depends on many aspects: i.e. number and
shape of boundaries, the consideration of the neighbourhood of another control
volume or the given type of boundary condition.

In the case of Eq. (2.29) in which the initial conditions: T0(x) = Tinit = const
and q0(x) = 0 are taken into account, the numerical scheme can be analogically
derived and can be written in the form

(3.23) T f
i − ∆t

c

(

τT

τq
+ w

)

θf
i = T f−1

i +
∆t

c

[

hfuf−1
i − τT

τq
sf
q θ0

i +
Qf

i + Qf−1
i

2

]

.

The initial condition (2.3) is implemented as

(3.24) T 0
i
∼= 1

∆Vi

∫

Ωi

T0(x) dΩ or T 0
i = Tinit if T0(x) = Tinit = const.

4. Application in modeling of the laser heating of thin metal film

4.1. 1D problem

To verify the correctness and exactness of the model and numerical algorithm
presented previously, the 1D problem concerning the laser heating of metal film
has been solved. The exact analytical solution of the same problem based on
a different mathematical model was taken from [21]. Let us consider the 1D
domain of thickness L: x = x, x ∈ [0, L]. The internal heat source generated
inside the domain, as the effects of the femtosecond laser pulse irradiation on
the metal film surface is described by the function

(4.1) Q(x, t) = I0

√

β

π

1 − Rf

tpδ
exp

[

−x

δ
− β

(t − 2tp)
2

t2p

]
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where I0 is a laser intensity, Rf is a reflectivity of an irradiated surface of the
metal, δ is an optical penetration depth, β = 4 ln(2) ≈ 2.773 and tp is a char-
acteristic time of laser pulse. The energy of laser pulse is fed into the domain
interior and its absorption takes place. The heat source function (4.1) can be
also decomposed as

(4.2) Q(x, t) = I0(1 − Rf )Ix(x)It(t)

where

(4.3) Ix(x) =
1

δ
exp

(

−x

δ

)

, It(t) =

√

β

π

1

tp
exp

(

−β
(t − 2tp)

2

t2p

)

.

The initial conditions for the problem considered are given as T (x, 0) = Tinit,
q0(x) = 0 and the adiabatic boundary conditions at boundaries are assumed
in the form qb(0, t) = 0, qb(L, t) = 0 (this form of conditions results from the
extremely short period of laser heating, e.g. [38, 39, 40])

Summing up, this problem can be described by the appropriate integro-
differential equation supplemented by boundary-initial conditions, namely

c
∂T (x, t)

∂t
= λ

τT

τq
∇2T (x, t) + λ

t
∫

0

Kq(t − u)∇2T (x, u) du + Q(x, t),(4.4)

x = 0 : −λ(n · ∇T (x, t))|x=0 = 0,

x = L : −λ(n · ∇T (x, t))|x=L = 0,

t = 0 : T (x, 0) = Tinit

(4.5)

Numerical solution of the 1D problem

To solve the problem discussed, the numerical scheme described by formula
(3.23) is used.

The domain considered x ∈ [0, L] is divided into N + 1 control volumes Ωi,
i = 0, . . . , N with the central nodes xi = i∆x, ∆x = L/N . The geometrical
mesh is presented in Fig. 1.

Fig. 1. Mesh of control volumes.

The areas of contact surface between two adjacent control volumes are iden-
tical and equal to ∆A, while their volumes and the shapes functions are equal to
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(4.6)

∆Vi = ∆x∆A ·
{

0.5 for i = 0, N,

1 for i = 1, . . . , N − 1,

Φi =
∆A

∆Vi
=

1

∆x
·
{

2 for i = 0, N,

1 for i = 1, . . . , N − 1.

For the mesh presented above, one can find the values θf
i for f > 0 occurring in

Eq. (3.23) (taking also into account the form of the assumed boundary condi-
tions) and

θf
i
∼= λ











T f
i−1 − T f

i

∆x
Φi if i > 0

0 if i = 0

+







T f
i+1 − T f

i

∆x
Φi if i < N

0 if i = N



(4.7)

=
λ

(∆x)2
·















2(T f
1 − T f

0 ) if i = 0

T f
i−1 − 2T f

i + T f
i+1 if i = 1, . . . , N − 1

2(T f
N−1 − T f

N ) if i = N

whereas θ0
i = 0 for the condition T 0

i = Tinit. Now, putting Eq. (4.7) into
Eq. (3.23), the following system of N + 1 algebraic equation is obtained

(4.8) T f
i − λ∆t

c(∆x)2

(

τT

τq
+ w

)

·















2(T f
1 − T f

0 ) if i = 0

T f
i−1 − 2T f

i + T f
i+1 if i = 1, . . . , N − 1

2(T f
N−1 − T f

N ) if i = N

= T f−1
i +

∆t

c

(

hfuf−1
i +

Qf
i + Qf−1

i

2

)

for i = 0, 1, . . . , N , f > 0 (for f = 0 see Eq. (3.24)), while the values of uf
i (after

the calculations of T f
i ) are determined (by putting Eq. (4.7) into Eq. (3.20)) and

(4.9) uf
i =























uf−1
i +(gf+1−gf−1)

λ

(∆x)2
·















2(T f
1 −T f

0 ) if i = 0

T f
i−1−2T f

i +T f
i+1 if i = 1, . . . , N−1

2(T f
N−1−T f

N ) if i = N

for f >0,

0 for f = 0.
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The average values of the source term can be determined in an analytical way

(4.10)
Qf

i + Qf−1
i

2
=

1

∆Vi

∫

Ωi

Q(x, tf ) + Q(x, tf−1)

2
dΩ

∼= I0(1 − Rf )
It(t

f ) + It(t
f−1)

2

1

∆Vi

∫

Ωi

Ix(x) dΩ

∼= I0(1 − Rf )
It(t

f ) + It(t
f−1)

2

1

∆x

·































2

(

1 − exp

(

−0.5∆x

δ

))

for i = 0

exp

(

−(i − 0.5)∆x

δ

)

− exp

(

−(i + 0.5)∆x

δ

)

for i = 1, . . . , N − 1

2

(

exp

(

−L − 0.5∆x

δ

)

− exp

(

−L

δ

))

for i = N.

The application of analytical methods at the stage of selected parameters calcu-
lations allows one to increase the accuracy of numerical solution.

Examples of numerical computations

The 1D domains of thin metal films (L = 100 nm) subjected to the laser
pulse acting on the surface x = 0 are considered. Thermophysical parameters of
the metals (here assumed as the constant values) are taken from [2]

– gold (Au): c = 2.4897 · 106 J/(m3 ·K), λ = 315 W/(m ·K), τq = 8.5 · 10−12,
τT = 90 · 10−12 s,

– chromium (Cr): c = 3.21484 · 106 J/(m3 · K), λ = 93 W/(m · K), τq =
0.136 · 10−12 s, τT = 7.86 · 10−12 s,

– nickel (Ni): c = 4 · 106 J/(m3 ·K), λ = 90.8 W/(m ·K), τq = 0.82 · 10−12 s,
τT = 10 · 10−12 s.

The parameters of the laser pulse (determining the capacity of the internal
heat source; see Eq. (4.1)) [2] are equal to I0 = 13.7 J/m2, δ = 15.3 · 10−9 m,
Rf = 0.93 and tp = 0.1 · 10−12 s. The initial temperature of all materials equals
T (x, 0) = Tinit = 300 K, while the initial heat flux q0(x) = 0 W/m2.

In Figures 2–4 the temperature histories at the central points of selected con-
trol volumes and next the temperature profiles for the different moments of time
are shown. The courses of the average temperatures Tavg(t) of the whole domain
are also presented. The values of Tavg at the moment of time tf are calculated

using the values of nodal temperatures Tavg(t)|t=tf =
∑N

i=0(T
f
i ∆Vi)/

∑N
i=0 ∆Vi.

The numerical calculations are performed for ∆x = 10−10 m (N = 1000) and
∆t = 10−17 s.
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Fig. 2. Temperature history at the selected points of the domainand temperature profiles at
the selected moments of time for gold (Au).

Fig. 3. Temperature history at the selected points of the domainand temperature profiles at
the selected moments of time for chromium (Cr).

Fig. 4. Temperature history at the selected points of the domainand temperature profiles at
the selected moments of time for nickel (Ni).

One can see, that the heating/cooling curves for the long simulation time
(here: 300 · 10−12 s) tend to the state of equilibrium (after completion of the
laser pulse). The final temperature in the domain, when thermal equilibrium is
reached, depends on the thermophysical parameters of metal and can be deter-
mined analytically. Thus, in this place the additional task is considered. The
total energy ∆Q [J] supplied to the considered domain Ω during one laser pulse
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is determined by the formula

∆Q =

∞
∫

0

∫

Ω

Q(x, t) dx dt = I0 · (1 − Rf ) · ∆A ·
L

∫

0

Ix(x) dx ·
∞

∫

0

It(t) dt(4.11)

= I0 · (1 − Rf ) · ∆A ·
(

1 − exp

(

−L

δ

))

· erf(2
√

β) + 1

2
[J]

where ∆A [m2] is the ‘virtual’ side surface area of the 1D domain (plate). For
above given parameters of laser: I0, δ, Rf , tp and the domain thickness L, the
value of ∆Qis about ∆Q ≈ 0.958 · ∆A [J] (and does not depend on the ther-
mophysical parameters of the metal). The laser energy ∆Q (for t ≫ 4tp and
the adiabatic conditions at both boundaries of Ω) causes a rise in the average
temperature Tavg in the domain by the value of ∆Tavg = ∆Q/(c∆V ) [K], where
∆V [m3] is the volume of the domain (in the case of the 1D domain: ∆V = L∆A).
For the assumed thermophysical parameters, the temperature Tavg after the
laser action increases by values: ∆Tavg ≈ 3.85 K (Au), ∆Tavg ≈ 2.98 K (Cr),
∆Tavg ≈ 2.39 K (Ni). The values of Tavg = Tinit+∆Tavg for different metals have
been used to verify the obtained numerical results. This is not exactly visible in
the presented figures, but very good agreement between both values of Tavg has
been obtained. Such results confirm the correctness of the numerical model and
the conservation of energy in the domain.

Verification and analysis of numerical solution

The problem discussed in this paper can be also described using the classical
first-order DPLE with internal heat source (4.1) supplemented by the appropri-
ate boundary-initial conditions, this means

(4.12)

c

(

∂T (x, t)

∂t
+ τq

∂2T (x, t)

∂t2

)

= λ

(

∂2T (x, t)

∂x2
+ τT

∂3T (x, t)

∂t ∂x2

)

+ Q(x, t) + τq
∂Q(x, t)

∂t
,

λ

(

∂T (x, t)

∂x
+ τT

∂2T (x, t)

∂t ∂x

)∣

∣

∣

∣

x=0

= 0,

− λ

(

∂T (x, t)

∂x
+ τT

∂2T (x, t)

∂t ∂x

)∣

∣

∣

∣

x=L

= 0

and

(4.13)

T (x, t)
∣

∣

t=0
= T0 = const,

∂T (x, t)

∂t

∣

∣

∣

∣

t=0

= T1(x) =
Q(x, 0)

c
=

1

c

√

β

π

1−Rf

tpδ
I0 exp(−4β) exp

(

−x

δ

)

.
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The analytical solution of the above initial-boundary value problem (under the
assumption τq < τT ) can be found using the appropriately modified solution
presented by Ciesielski in [21]. Thus

(4.14) T (x, t) = U0(t) + 2
∞

∑

n=1

cos(µnx)Un(t) + T0

where

(4.15) Un(t) =
1 − (−1)n exp(−L/δ)

1 + δ2(µn)2
(1 − Rf )I0

cτqL

exp(−4β)

4fn

×
{

(1 − τq(dn + fn)) exp((g+
n )2 − (dn + fn)t)

[

erfc(g+
n ) − erfc

(

g+
n −

√

β
t

tp

)]

− (1 − τq(dn − fn)) exp((g−n )2 − (dn − fn)t)

[

erfc(g−n ) − erfc

(

g−n −
√

β
t

tp

)]}

µn =
nπ

L
, dn =

1

2τq

(

1 + µ2
n

λ

c
τT

)

, fn =

√

d2
n − µ2

n

λ

c

1

τq

and g±n = 2
√

β +
tp

2
√

β
(dn ± fn) for n = 0, 1, . . . .

The results of this analytical solution are used at the stage of numerical results
verification. The root mean square errors (ERMS) between the analytic solution
and numerical solutions obtained for the different values of ∆t and ∆x at the
time level tf are determined by the well-know formula

(4.16) ERMS(t) =

√

√

√

√

1

N + 1

N
∑

i=0

(Tanalytical(xi, t) − Tnumerical(xi, t))2.

The values of ERMS(t) for two selected time levels are listed in Table 1 (here, the
thermophysical parameters of Au are taken into account). The error ratios which
allow to estimate the rate of convergence for presented numerical scheme are
also shown in this table. As it is well known, the error decreases with decreasing
of grid size. These ratios indicate the factor by which ERMS decreases when
∆x and ∆t decrease geometrically with quotients 1/2 and 1/4 (for data in the
table: m = 2 has been assumed). For a scheme that is converging at a rate of
O((∆x)2 +∆t) it is expected that the ratios are near 4 [40]. Looking at the data
in Table 1, it follows that the error ratios are close to 4, hence the suggested rate
of convergence is O((∆x)2 + ∆t).
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Table 1. Error measures ERMS for numerical solutions of equation (obtained for
different values of ∆t and ∆x) for t = {0.2, 0.5} [ps] and the values of error ratios.

k
N ∆x [nm] ∆t [fs] t = 0.2 ps t = 0.5 ps

100 · 2k L/(100 · 2k) 0.1/4k ERMS(t) ratio ERMS(t) ratio

0 100 1.00000 0.10000000000 0.000604478 – 0.000372228 –

1 200 0.50000 0.02500000000 0.000151251 3.9965 0.000092918 4.0060

2 400 0.25000 0.00625000000 0.000037838 3.9973 0.000023213 4.0029

3 800 0.12500 0.00156250000 0.000009463 3.9985 0.000005801 4.0014

4 1600 0.06250 0.00039062500 0.000002366 3.9992 0.000001450 4.0007

5 3200 0.03125 0.00009765625 0.000000592 3.9996 0.000000362 4.0004

In Table 2, sample numerical solutions of the considered problem for selected
values of x and t are presented. The numerical results obtained for different values
of ∆t and ∆x have been compared with analytical results and the numerical
errors are also listed in Table 2. Additionally, the ratios (being factors by which
numerical errors decrease when ∆x is decreased by 2 and ∆t by 4) are given and
their values close to 4 confirm that the scheme is also converging at a rate of
O((∆x)2 + ∆t).

Table 2. Numerical solutions of equation (obtained for different values of ∆t
and ∆x) for T (0 nm, 0.2 ps) and T (25 nm, 0.5 ps) with calculated numerical errors

Err = Tanalytical(x, t) − Tnumerical(x, t) and error ratios.

k
N ∆x [nm] ∆t [fs] x = 0 nm, t = 0.2 ps x = 25 nm, t = 0.5 ps

100 · 2k L/(100 · 2k) 0.1/4k T (x, t) Err ratio T (x, t) Err ratio

0 100 1.00000 0.10000000000 308.571646518 4.700 · 10−4 – 306.768765425 3.948 · 10−4 –

1 200 0.50000 0.02500000000 308.572000534 1.160 · 10−4 4.0514 306.769061563 9.864 · 10−5 4.0022

2 400 0.25000 0.00625000000 308.572087640 2.891 · 10−5 4.0128 306.769135547 2.466 · 10−5 4.0005

3 800 0.12500 0.00156250000 308.572109330 7.222 · 10−6 4.0032 306.769154040 6.164 · 10−6 4.0001

4 1600 0.06250 0.00039062500 308.572114747 1.805 · 10−6 4.0008 306.769158663 1.541 · 10−6 4.0000

5 3200 0.03125 0.00009765625 308.572116101 4.513 · 10−7 4.0001 306.769159819 3.853 · 10−7 3.9996

Analytical solutions Tanalytical(x, t): 308.572116552 306.769160204

4.2. 2D axially-symmetrical problem

The second, more practical example concerns 2D axially-symmetrical task
(the solution obtained is 3D, of course). The considered domain Ω (see Fig. 5)
is limited by the planes z = 0, z = Z and surface r = R, the point of domain Ω
has coordinates x = (r, z), r ∈ [0, R], z ∈ [0, Z].

The heating process of metal occurring in this domain is realized due to
the femtosecond laser pulse irradiation (the Gaussian laser beam) on the upper
surface limiting the system. The internal heat source Q(r, z, t) generated inside
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Fig. 5. Cylindrical micro-domain.

the domain is related with the absorption of laser beam and here, it is assumed as

Q(r, z, t) =

√

β

π

1 − Rf

tpδ
I0 exp

(

−r2

r2
d

− z

δ
− β

(t − 2tp)
2

t2p

)

(4.17)

= I0(1 − Rf )Irz(r, z)It(t)

where

(4.18)

Irz(r, z) =
1

δ
exp

(

−z

δ

)

exp

(

−r2

r2
d

)

,

It(t) =

√

β

π

1

tp
exp

(

−β
(t − 2tp)

2

t2p

)

and rd is a characteristic radius of Gaussian laser beam. The remaining notations
are the same as in Eq. (4.1). Assuming large enough dimensions Z and R of the
considered domain (relative to the parameters of the Gaussian laser beam), the
adiabatic boundary conditions on the appropriate boundaries Γ can be accepted:
(r, z) ∈ Γ : qb(r, z, t) = 0. Also, the initial conditions for this considered task are
given in the forms T (r, z, 0) = Tinit and q0(r, z) = 0.

Taking into account the above considerations, the heating process of metal
occurring in the axially-symmetrical domain can be described by the following
integro-differential equation supplemented by boundary-initial conditions

(4.19)

c
∂T (r, z, t)

∂t
= λ

τT

τq
∇2T (r, z, t)+λ

t
∫

0

Kq(t−u)∇2T (r, z, u) du+Q(r, z, t),

r ∈ {0, R} : −λ(n·∇T (r, z, t))|r=0 = −λ(n·∇T (r, z, t))|r=R = 0,

z ∈ {0, Z} : −λ(n·∇T (r, z, t))|z=0 = −λ(n·∇T (r, z, t))|z=Z = 0,

t = 0 : T (r, z, 0) = Tinit.
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Examples of numerical computations

The cylindrical domain of gold (Au) with dimensions Z = 100 · 10−9 m,
R = 100 · 10−9 m is considered. Thermophysical parameters of gold are earlier
given in the description of the 1D simulation. The parameters of the laser pulse
are identical as before, and additionally rd = 50·10−9 m. The initial temperature
is equal to: T (r, z, 0) = Tinit = 300 K.

The considered domain of cylinder is divided into small regular control vol-
umes. The shape of control volumes corresponds to the rings of a rectangular
cross-section. Here, the number of control volumes is equal to (Nr +1) · (Nz +1),
while the distances between two central nodes in a rectangular cross-section
of neighbouring control volumes are equal to ∆r = R/Nr and ∆z = Z/Nz,
respectively. Details about the construction of geometrical mesh for the axially-
symmetrical domain one can find in our previous works [29, 30].

Fig. 6. Heating curves at the selected control volumes containing points (r, z) and average
temperature of whole domain.

In Fig. 6, the temperature histories at the five selected control volumes of the
domain are shown. Also, the course of the average temperature Tavg of the whole
cylindrical domain is presented in this figure. The calculations are performed for
the following mesh parameters: ∆z = 10−9 m, ∆r = 10−9 m, ∆t = 10−16 s.

The courses of isotherms for the selected moments of time: t = {0.2, 0.3, 0.4,
0.5, 1, 10 ps} are presented in Fig. 7.

The analytical solution of the 2D discussed problem is so far unknown. Hence,
the verification of numerical results with analytical one is not possible.

Thus, the comparison of numerical results obtained for the different sizes of
meshes has been studied. The adequate numerical simulations for different mesh
steps: ∆z, ∆r and different time step ∆t (other parameters used in the simulation
remained unchanged) have been done. The differences in the numerical solutions
are small and hard to visual on the graphs. So, the numerical results at the
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Fig. 7. Courses of isotherms in cross-section of domain for different times.
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selected control volumes for time t = 0.3 ps and the different sizes of meshes are
collected in Table 3.

Table 3. Numerical results (temperature) for different sizes of meshes.

∆r = ∆z [m] ∆t [s]
Average temperature [K] at time t = 0.3 ps in the selected

control volumes containing points P (r, z)

PA(0, 0) PB(R/5, 0) PC(R/2, 0) PD(0, Z/5) PE (R/2, Z/5)

2 · 10−9

(Nr = Nz = 50)

10−15 310.8002866 309.4424423 304.6728847 306.8860957 303.0066583

10−16 310.8038207 309.4455771 304.6742349 306.8941018 303.0091937

10−17 310.8041729 309.4458895 304.6743693 306.8949032 303.0094472

10−9

(Nr = Nz = 100)

10−15 310.7990307 309.4413777 304.6723077 306.8891240 303.0079648

10−16 310.8025662 309.4445143 304.6736597 306.8971445 303.0105068

10−17 310.8029185 309.4448268 304.6737942 306.8979473 303.0107609

5 · 10−10

(Nr = Nz = 200)

10−15 310.7987246 309.4411186 304.6721669 306.8898792 303.0082908

10−16 310.8022603 309.4442555 304.6735193 306.8979032 303.0108344

10−17 310.8026126 309.4445681 304.6736538 306.8987064 303.0110887

In this task, the total energy applied to the considered axially-symmetrical
domain during one laser pulse is equal to

(4.20) ∆Q =

∞
∫

0

∫

Ω

Q(x, t) dx dt

= I0 · (1 − Rf ) ·
2π
∫

0

Z
∫

0

R
∫

0

Irz(r, z) · r dr dz dϕ ·
∞

∫

0

It(t) dt

= I0 · (1 − Rf ) · πr2
d

(

1 − exp

(

−R2

r2
d

))(

1 − exp

(

−Z

δ

))

erf(2
√

β) + 1

2
[J].

For the above assumed dimensions of cylinder and parameters of laser pulse,
one can determine ∆Q ≈ 7.38 ·10−15 J in the volume of cylinder ∆V = πR2Z ≈
3.14·10−21 m3. On this basis the average temperature in the domain increases by
∆Tavg ≈ 0.944 K after one laser pulse (for t ≫ 4tp). This value has been used to
verify the correctness of the obtained numerical results. It should be pointed out
that the average temperatures in the domain calculated on the base of numerical
values obtained for the different sizes of meshes (∆z, ∆r and ∆t) for t = 1 ps
differ from the value ∆Tavg by less than 10−9 K (for the set of all sizes of meshes
given in Table 3). This test confirms the correctness of the calculations and the
conservation of energy in the domain considered.
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5. Conclusions

In this work, the new version of the dual-phase lag equation is proposed. In
a place of the hyperbolic equation the parabolic one is obtained. In other words,
in contrast to the classical form of the first-order DPLE which contains the first
and the second derivative of temperature with respect to time, the new form of
equation contains only the first order derivative. In turn, on the right hand side
of the modified DPLE, the definite integral appears. From the computational
point of view, this integral calculation is quite simple and relies on the addition
of successive its increment to the value determined in the previous time steps
level (so-called a cumulative sum/integral). Thus, one does not need to store
in the computer memory the whole history of nodal temperatures. It should
be pointed out that modification of DPLE is connected with the appropriate
changes to the boundary-initial conditions The new form of DPLE, according to
the authors, provides some improvements to the classical dual-phase lag equa-
tion. This is particularly evident at the stage of derivation of the numerical
schemes.

The integro-differential DPLE has been solved numerically using the Control
Volume Method. Both the 1D task and also the axially-symmetrical problems
have been considered. The particular stages of numerical scheme construction
have been described in details. The proposed implicit scheme is unconditionally
stable, but the value of time step should be properly specified, especially in order
to assure a good approximation of the local and temporary internal heat source
function.

Some values of coefficients in the numerical scheme can be determined analyt-
ically and this approach ensures a more accurate approximation of the numerical
results. The proposed general numerical scheme can be used to solve 1D, 2D and
3D tasks, it depends only on the shape of control volumes used at the stage of
discretization.

In this paper, the numerical scheme for 1D domain is described in details. The
results of numerical computations have been compared with other results corre-
sponding to the analytical solution presented in [21]. Very detailed conclusions
resulting from these comparisons are formulated in Section 4.

Details on heating/cooling curves and temporary temperature fields obtained
for different materials are not discussed here because they do not deviate quali-
tatively from the solutions presented in other papers.

Considering the real values of the metals thermophysical parameters and
changing over a wide range the mesh densities (∆t and ∆x) one can conclude that
presented implicit numerical scheme is always unconditionally stable. From the
practical point of view the proper choice of ∆t depends on the task considered.
For example, when the problem of the femtosecond laser heating of metal film is
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considered then the total laser pulse duration should be divided into 100–1000
time steps in order to assure a good approximation of the heat source function.
It also seems reasonable the selection of the time grid assuring the relations
∆t ≪ τq and ∆t ≪ τT .

It should be noted that using the dual-phase lag equation for numerical mod-
eling of thermal processes, the physical anomalies can take place. The problem
of mutual relations between delay times ensuring obtaining the correct solution
is emphasized above all [42–44]. When τT > τq the DPL model might violate the
second law of thermodynamics and this case is defined as over-diffusion [22, 42].
Such a phenomenon can be explained by the non-equilibrium theory of entropy
production [45]. On the other hand, the thermalization time τT and the relax-
ation time τq are the individual parameters depending on the type of materials
and one can find the situation when τT > τq. Nevertheless, the results obtained
as a part of the authors’ research and the results presented in many other pa-
pers concerning the laser heating of thin metal layers, show that in this case the
solutions obtained are, as a rule, correct both from qualitative and quantitative
points of view. In turn, in [46] the discussion concerning the incorrect ways of
delay times experimental determination can be found.

In the future, the authors plan to extend the presented approach on the
case of the non-homogeneous domains, i.e. the heating of multi-layered thin
metal films subjected to the laser beam. Here, the continuity condition on the
contact surface between sub-domains should be appropriately formulated and
implemented for the model described by the system of the integro-differential
DPLE. The possibility of melting and resolidification should be also taken into
account. We also intend to adapt the approach proposed to the case of the
second-order DPLE.

Highlights

A new form of the first order dual phase lag equation is proposed.
The numerical algorithm of the problem solution based on the Control Vol-

ume Method is presented.
The problem of heating/cooling processes in domain of thin metal film sub-

jected to a laser pulse are considered.
The results obtained were compared in detail with the analytical solution of

a similar task.
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