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A REVIEW 1S GIVEN of the theory of cold ice sheets in the so-called shallow ice approxi-
mation, and a literature survey is performed of its application in ice sheet modelling
of the large ice shields, such as Greenland, Antarctica and other, historical, ice sheets.
As model applications, steady state and time-dependent computations are performed
for the Greenland Ice Sheet using an ice sheet model on the basis of the 3-D shal-
low ice equations of a viscous, heat-conducting incompressible fluid. The interaction
with the solid earth is through a heat-conducting homogeneous isotropic rigid solid
subjected to geothermal heat. The climate driving is effected through a prescribed
atmospheric surface temperature and accumulation rate function. Computations are
performed for the ice-thickness distribution to steady driving conditions when exter-
nal and internal parameters are varied. It is shown that the sliding coefficient and the
amplitude of the annual temperature variation are particularly critical. Finally, the
evolution of the basal temperature distribution at Dye 3, Summit and Camp Century
through idealized scenarios of the ice age(s) is computed; these computations show
that the basal temperature regime depends critically on the thermal inertia of the
bedrock and the magnitude of the ice fluidity. Our computations with various climate
state scenarios demonstrate how well the model reproduces the measured flow data
in Greenland and indicates how it must be extended to accomodate the polythermal
structure of the ice and to include longitudinal stretching effects.

1. Introduction

FIRST AD-HOC DESCRIPTIONS of the distributions of velocity, temperature and
evolution of the geometry of ice sheets are largely due to NYE [138- 151, 153],
GLEN [48, 65|, LLIBOUTRY [107-116], WEERTMAN [178 - 187] and others; how-
ever, while these works contain the essential ingredients of the theoretical formu-
lation and systematic development of a mathematical boundary value problem,
rational deduction of the latter had to await the works of FOWLER [37-40,
41-46), HUTTER [66 - 72, 78, 79, 61 -63] and MORLAND [131~137].
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920 R. CaLov aAnD K. HUTTER

Computational results are presented here on the flow, temperature and ge-
ometry of the Greenland Ice Sheet in response to various climate scenarios using
an ice sheet model that is based on the Shallow Ice Approximation [25, 26]. The
growth and retreat of inland ice masses is governed by the snowfall onto the sur-
face, the melting and calving of the ice close to and at the outer ice boundaries.
Owing to its own weight, the ice deforms with velocities of typically 100 ma ™!
causing a transport of ice towards the ice sheet boundaries where the ice melts
and calves. This process, in turn, is influenced by the temperature distribution
within the ice, implying a delicate balance between the thermal and mechanical
regimes that are established by the climate input and the geothermal conditions
of the substrate. The thermomechanically coupled ice dynamics together with
the mass flux due to snowfall and mass loss in the vicinity of ice boundaries
determine the thickness distribution of a particular ice sheet.

The deformation of an ice sheet and the variation of its temperature distribu-
tion depends to a large extent on its thermomechanical constitutive modelling.
Here, we treat ice as a rheologically nonlinear, thermally coupled, viscous fluid,
L.e., we assume its fluidity (inverse viscosity) to be temperature-dependent, the
latter according to a power law with exponent n = 3, the former essentially fol-
lowing an Arrhenius-type relationship. When the temperature reaches the melt-
ing point, it is held at pressure melting without accounting energetically for the
water production. This body is subject to driving mechanisms from the outside
world that are imposed on the ice sheet via its surrounding boundaries. At its
bottom we account for the presence of a heat-conducting rigid solid of 4 km thick-
ness. At the free surface, the climate input is effected by the prescription of the
mean annual atmospheric temperature and accumulation rate fuctions; the lat-
ter expresses the rate of mass added and subtracted according to the amount of
snowfall and melting of surface ice, respectively. At the base, a relatively complex
viscous-type sliding law is implemented and a thermodynamic jump condition of
heat flow provides the connection with the heat-conducting lithosphere. As for
the former, the no-slip condition applies where the basal ice is below the pressure
melting point, but a power law relationship between shear traction and sliding
velocity is imposed when the basal ice is at the pressure melting point. At the
lower boundary of the rigid substrate the geothermal heat flow is prescribed.

By using standard climate driving functions (constant climate and idealized
interglacial variations) for the surface temperature and mass balance, we study
the reaction of the Greenland Ice Sheet to (i) variations in the parameterization
of the driving functions, (ii) the viscous-type basal sliding law, (iii) the apparent
viscosity (fluidity) of the ice and (iv) the role played by the thermal inertia of
the rock bed. In particular it is shown that the amplitude of the annual variation
of the surface temperature and the drag coefficient of the basal sliding law are
critical for climate stability of large ice sheets.

Furthermore, using several reasonable climate scenarios for the past, and nu-
merical values for the material and climate parameters appropriate for Green-
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LARGE SCALE MOTION AND TEMPERATURE DISTRIBUTIONS 921

land, it is shown that, while the temperate patches at the base always existed,
the locations of Dye 3, Camp Century and Summit were always cold.

2. The model

A review is presented of the governing equations of ice sheet dynamics: how
they emerge from first principles of continuum thermodynamics, how the equa-
tions have been simplified by an asymptotic analysis that is based on a shal-
lowness assumption, and what mathematical-numerical difficulties arise in using
this shallow ice approximation (SIA). The intention is to present to the reader
an up-to-date state-of-the-art which is fairly complete; as far as the current lit-
erature goes, we cannot claim, however, that the cited literature is exhaustive.

2.1. Field equations

The ice in large ice masses (Fig. 1) is generally polythermal, i.e., the ice mass
consists of disjoint regions in which the ice is either cold (i.e., its temperature is
below the melting point) or temperate (i.e., it is at the pressure melting point),
but except for a few very recent cases [5, 7, 45, 68, 74, 75, 76, 47, 49-56],
theoretical formulations are restricted to cold ice. For such a case the continuum
mechanical postulate “ice is an incompressible heat-conducting nonlinear viscous
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Fra. 1. Model variables with the coordinate system for the ice sheet and the
lithosphere layer.
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922 R. CAarov anD K. HUTTER

fluid” yields the following balance laws of mass, momentum and energy as well
as constitutive relations:

divv = 0,
ov = —gradp + dive + og,
0¢ = —divq + tr(o'D),

T
e /Cp(’f)dfl_‘ .
0

q = —x(T)grad T,
D = sym(gradv) = EA(T")f (I, )a’,

in which v, o, p, o, g, ¢, q, cp, X1 are, respectively, the velocity vector, ice
density, pressure, Cauchy stress deviator (i.e., tr(¢’) = 0, where tr(-) is the
trace operator), specific gravity, internal energy, heat flux vector, specific heat
(at constant pressure) and heat conductivity. Furthermore,

1
29) T=T A(T') = Age (__Q__) Lo
(2.2) + ap, (T') = Agexp BTy 177 I, = 3tx(0"),

where T is the homologous temperature, a the Clausius- Clapeyron constant,
A a temperature-dependent rate factor, f(Z,) the fluidity withn =3 and E a
so-called enhancement factor. The power law fluidity has been introduced into
glaciology by NYE [141] and GLEN [48] but should be replaced by a finite viscosity
law because of its singular behaviour at small stretchings (HUTTER [71] and
MORLAND [134]) when n > 1. For its experimental justification, see [8, 24, 29, 33,
34, 106, 168]. The enhancement factor F accounts for the apparent different flow
properties of Holocene and Pleistocene ice [28, 29, 31]. Up to today E = E(N)
is assumed to be a function of age with values F = 1, for Holocene, and E = 3,

for Pleistocene ice, and 9 satisfies the differential equation(!) A = 1. A4g is a
constant, () the activation energy of ice, R the gas constant and 7p = 273.15 K
the melting temperature at normal pressure (10° Pa). Numerical values are given
in Table 1.

The above model (2.1), (2.2) is standard except for the occurrence of E. From
a thermodynamic point of view, this variable has the meaning of an internal vari-
able and was first introduced into a theoretical model by HUTTER and VULLIET
[77]. Glaciologists are generally unaware of this and use it as a fudge factor. More
important than this is the fact that the above fluid model is necessarily isotropic
and thus cannot describe stress-induced anisotropies evident in specimens from
boreholes [27, 49, 117, 130, 174, 175].

(') An initial distribution of % and the values of A of any ice particle at the time when it is
formed must be prescribed. Since ice is accumulated at the free surface, this essentially amounts
to prescribing A(tg), to < t on those parts of the free surface where snow is accumulating.
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Table 1. Physical constants used in ice sheet models.

Earth’s acceleration g 9.81 ms—?
Density Ice p 0.9-10° kg m ™!
Heat conduction Ice y 2.1 Wm—tK™?
Rock xgr 3 WmiK-!
Thermal diffusivity Ice 1.15-107% m?s~*
Rock kg 1.5 « 107% m2s~!
Specific heat of ice C, 2009 J kg 'K!
Clausius—Clapeyron constant a 7.42-1075 K(kPa)~!
Latent heat of fusion for ice L 335-10% J kg !
Geothermal heat flow G 42.1073 Wm™2
Power law exponent n 3
(Gas constant R 8.314 Jmol*K™!
Rate factor Ag T3 -10°C 6.3% 108~ Py
™e-WC 13%10°%s1Pa?
Activation energy @ T' > -10°C 139 kJ mol~*
T'<-10°C 60 kJmol ™"

This thermomechanical model for the ice is coupled to the heat conduction
equation of a rigid substratum

(2.3) QCRTR = div(xgrgradTg) = xpATg

(R for rock), the evolution equations for the ice thickness h = hy — hy,

hg
&k
(2.4) ViV = byt by, VH=/dez
hb

as well as bed sinking

(2.5) -

L -7,
Bt Tl

hix = di % ﬁh).

Oa

In (2.3) Tg and yg are the temperature and heat conductivity of the rock;
radio-active heating of the rock is ignored, so as are the contributions due to
internal stresses and dissipation. In this sense, the substratum is rigid; however,
motions due to bedrock sinking are incorporated in the convective terms (con-
tained in T'x) and described by (2.5). In Eq. (2.4) vy and Vg are the horizontal
velocity components of the ice and its horizontally integrated flux, respectively,
and Viy = (dz,dy). Furthermore, by and b, are the accumulation/ablation and
basal melting rate functions, respectively; since basal melting is small, by, is often
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ignored. Formally, (2.4) is a vertically integrated mass balance. Finally, (2.5) is
a relaxation-type relationship for the vertical position of the basal boundary of
the ice; it models the bed adjustment with the relaxation time 7 = 3 +5x 10% a;
hp is the relaxed, undisturbed bed topography and g, the density of the astheno-
sphere.

Other models of bedrock sinking have also been used, e.g. a diffusion equation
(2'6) ?(,% :DaAH(hb“h0+wa)a

where D, = 0.5 x 108 m?a~! is the asthenosphere diffusivity, Ay the two-dimen-
sional Laplacian and w, the deflection of the constant thickness lithosphere for
which the plate equation

DAAwg = q — OmWa,

: 0
h, if —+hg<h,
(2.7) 09 ot
q = 0
erglha—h), f ——+hg> h
OR

is solved, where D is the bending rigidity of the lithosphere (102 Nm), or the
density of the mantle (3300 kgm~3) and hy = is a constant, see [82, 176]. Mod-
els which treat the lithosphere as thermoviscoelastic and the asthenosphere as
nonlinearly viscous have also been proposed, TURCOTTE and SCHUBERT [176],
but so far not implemented in ice sheet models.

If in the solution of the above equations the ice temperature at any point
should reach values above the melting point, it is set back to T = T, and
the energy equation is disregarded in these points. Regions where T' = Ty are
defined as temperate. Thus the thermal processes are not accounted for in these
regions, by e.g. calculating the production of water via dissipation and latent
heat of fusion, what makes the model approximate.

2.2. Boundary conditions

Boundary conditions that close the equations to a complete boundary value
problem must be formulated at the free surface, the ice-bedrock interface, the
lower boundary of the rock bed and the ice margins.

At the free surface z = hy(z,y,t), we assume stress-free conditions and pre-
scribe the surface temperature and the accumulation ablation rate function,

(28) T:Ts(x)yvt)7 bs :bs(mayvt))

where examples for this climate driving are given in [25, 26, 36, 59, 154, 155, 162].
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At the ice-bedrock interface z = hy(x,y,t) continuity of temperature and the
energy jump conditions must be fulfilled. This implies

T T

2.9 o o AR —
( ) \an XR 671 y T TR
when the base is cold, and
1 i 0T
(2.10) by = (X?“—XRa—R+T*UII)v T=Tr=Twm,
0wl n on

when it is temperate. In the above, n(n) indicates the unit vector (direction)
normal to and directed into the ground, L the latent heat of fusion, T* -v|| the
frictional heat due to sliding of the ice sole over the bedrock and T* = (o —
p*1)n denoting the tangential tractions and v the jump in tangential velocity.
In general, the lithosphere velocity is ignored, so v = —(v—(v-n))n|ice. Common
sliding laws are

{C(IT*I,p*)‘r* =clr*|™ 1 p*lrt, if T =Ty,
Mt =
. 0, if T<Ty,

according to [112, 137, 178, 182, 183, 185, 187] and with appropriate choices for
¢, m and [, see [25, 26).

At the lower boundary of the rock z = hy(z,y), we simply prescribe the
thermal Neumann condition

(2.11)

Tr
dz

where G (= 42 mW m~2) (see, however, also [55, 83, 177]) is the geothermal heat
flow.

As long as the ice margin stays on the continent, we let it freely evolve,
either advancing or retreating, depending on whether there is net mass addition
or subtraction. When the ice margin reaches the ocean then all mass flowing
through that margin position is treated as calving and is lost to the ice sheet. This
mechanism is interrupted only when the ice is retreating again at sheet positions
distant from the ocean. This is a simplified marginal condition as the formation
of ice shelves is ignored. It could be incorporated, see e.g. [9, 58, 60, 83, 84, 85],
(121 - 124], if an ice shelf model is adjoined.

2.3. Shallow ice approximation

Ice sheets are long and wide but generally shallow. This suggests to introduce
a scaling of the equations of the preceding section such that the aspect ratio
¢ = [H]/[L] <« 1, in which [H] and [L] are a typical depth and horizontal
distance, explicitly enters the equations, and perturbation methods in the small
parameter ¢ can be used. The lowest order equations of this scheme have been
coined the shallow ice approximation [71].
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2.3.1. Introduction of scales. In the Cartesian coodinate system z, y (horizontal),
z (vertical) we now choose the following scalings:

v T = {[L]x*, [Lly*, [H]2", %t} ,

{u,v,w,b,bp} = {[Uu", [Ulv", [W]w®, [W]b], [W]bs },
{pu O"z, 0’;, Ulza Ty, Txz, Ta:z}

(2.13)

- 1
= [egH){p" %0} %0y %0} &

T = Ty + [AT|T*,
! [D] * */ * *
A(T") f(Iyr) = EA (1) f*(I5),
where [L], [H], [U], [W], [AT], [D], [o] are length and velocity scales and scales for
the temperature range, stretching and typical material stresses. The quantities
in brackets are typical values of the variables arising in ice sheets and those with
an asterisk are dimensionless and necessarily varying in the range O((—1,1)),
if the bracketed terms are appropriately selected; for typical values see Table 2.
The principal assumption of the shallow ice approximation is that

(H]/[L] = [W]/[U] =e< 1,

2_x *
Tg;y) ETgz", ET:;;}\

(2.14)

anticipated in (2.13) in which several terms are weighted with ¢ and €, respec-
tively. This delicate balance introduced here by hindsight, is not obvious and
constitutes the essential step towards a formal perturbation procedure obtained
independently by HUTTER [67 - 72] and MORLAND [133, 134].

Table 2. Typical scales of ice sheets.

(L] = 10° — 10° m,
[H] = 10% — 10% m,
[U] = 10-10° ma™!
W] =1-10ma™!
D)= la

[6] ~ 10° Pa,
[0] ~ 10 kgm ™2,
[¢) ~ 10ms™2,

[x/(ec)] ~ 11.15-107% m?s ™!

With (2.13) and (2.14) the balance laws of mass, momentum and energy and
the constitutive relations of stress take the forms

du* av*  Jw”
= — =0,
az* dy* Oz
F ou* op* 00 01, 073,
2.15 — = —— - =
(2.15) e Ot* dz* i oz* e dy*  0z*
F ov* 5O, o 2 é)cr;' P g,
e Ot*  Oz* ay* dy* oz’
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(2.15) ow* o |8ry,  O1y, ap* 007
o] e "€ ) B oy [ Bz T€ B b
dT* * * * * a BT* * * * *
= DAV VET) + o (S feza O,
ou” ZBw* * *\ p* *
32* € al_, e 2gA (T )f (EO')T:cz,
ov* o Ow* P .
327 + € oy =2GA*(T*)f (I[g,)fryz,
as well as
au‘ * * * */
Ah - gA (T )f (HU’)U:C 1
¥
= GAT(T) (L)
(2.16) ay*
w * * * *
Oz* =GA (T )f (EU’)Uz’1
au* B.U* * * * *
By + B 2GAT(TH) f (HG:)TIy

in which

1
I, = [QQH]62 {T;zz + T;zz 4 [5 (U;’z 3. 1 02'2) + 7 2]}

Yy Ty
= [ggH]e2I[*,
[U?] e o] (W]/[H]
2.17 bt P, Speiise, Py bt
(2.17) g[L] ¥ SsDa ¥ ogH 4 D]
_bl 1, A _ glH]
 pc, WH' €= SsDa '’ e ep[AT]

F is the Froude number, Sy the ratio of deviatoric stress to overburden pressure,
Dp aratio of mean vertical stretching normalising strain-rate magnitude and 4
the energy ratio of gravitational energy to internal thermal energy. ¢ has the
meaning of a dimensionless shear viscosity, while £ measures energy dissipation.
Moreover, for Glen’s power law, when (2.2)5 is used,

A =e .
= expq — ;
AT
RTo y —[T s
(2.18) ! L
f* = Sﬂ-*(nfl)/Q 5= {Ul(ﬁ[QQH]) )
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We also have separated the constitutive relations (2.16) from the remaining equa-
tions (2.15) because in the lowest order approximation they will not be needed.
Similarly, equations (2.3) - (2.12) would also have to be nondimensionalized; how-
ever, to motivate the shallow ice approximation, they are not needed.

2.3.2. The limiting theory. Using the scales collected in Table 2 and the definitions
(2.17), (2.18) it is seen that ¢ = O(1072 + 1073), F = O(10~®) while G, D and
& are between O(1) and @(107%). Thus F is much smaller than any one of
the other dimensionless parameters arising in (2.15) and (2.16), suggesting the
Stokes flow limit # — 0, F/e — 0. The so emerging equations could now be

solved by a perturbation expansion Pt = 307 e"®, for all independent fields
" = {u”,v*, w*,p*, 03,05, 0%, Tays Tyzs Tay» T }; however, the shallow ice approxi-

mation restricts consideration to the lowest order terms (v = 0), corresponding
to the simultaneous limits

(2.19) F -0, Fle =0, e —0.

Returning back to the dimensional notation, equations (2.15) then reduce to

VH-VH 4+ — =0,
0z
_QB Oz =0
dx 8z
dp 01y,
9y | 0z =0,
(2.20) Y
9 _
82’ - an
dT d oT ,
il ( o )+2E‘A(T)f('r )r?
vy

—= = 2ABA(T)f(r¥)r
9z
in which vy = (u,v), Vg = (028y) and T = (732, 7). These are seven equations
for the seven unknowns vy, w, p, T and 7. They comprise the field equations of
the shallow ice approximation.

It turns out that a similar scale analysis for the heat equation in the rock
yields

. 0 dTg

while the evolution equations for the free surface (2.4) and the bed (2.5) remain
unchanged. Alternatively, the reduced boundary conditions become:

e at the free surface z = hy(z,y,t)

(222) p=0, Taz = Tyz = 0, Ts = Ts(E,y,t), bs = bs(fcay:t);
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e at the ice bedrock interface z = hy(z,y,t)

aT Tr
Xa— = XR a~ 3 T = TR»
] % cold ice,
vg =0
(2.23)
i! aT OTr
by = (—— _+TU> T =Tgr =Ty,
b Bl \ Oz XB dz I K M temperate ice;

vy = c|r|™ plr

e at the lower boundary of the rock: z =

ig
(2.24) XRB—E = -G.
0z

The distinctive features of the shallow ice approximation are the following three
points (1)—(iii):

(i) The vertical momentum balance reduces to the cryostatic force balance
between vertical pressure gradient and the gravity force. (ii) The horizontal mo-
mentum balance comprises force balances between the horizontal pressure gradi-
ent and the corresponding vertical gradient of the shear stresses. Together with

the boundary conditions (2.22); 93, these equations can be integrated to yield
the stress fields

p(:c,y,z,t) = gg(hs(.’lf, y,t) - z)a
T = Qg(h’S(‘Tayvt) i ~)VHhs($:yat)s

which depend on geometry but not on material properties. Provided the tem-
perature distribution is known, (2.20); 7 together with (2.25) imply (through
integration)

H(z,y,2,t) = va(hy) + C(2,, || Virhs||) Virhs,

(2.25)

Clat,IVhel)) = =209 [ BATH) £(r2()) (e = ) ),
hy

2
w(z,9,2,8) = wlhy) — f Y vir(z,y, 2') 4,

(2'26) T('Tayazat)z (Qg(hs(z,y,t) - Z)HVHhs“)zs

_[Ohg(z,y,t)? | Ohglz,y, )

0 cold ice),
vi(hy) = { \ :

li

—c(ogh)™ | Vighs|| Vighs (temperate ice),
w(hy) = ve(he) - Vihy .
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It follows that the velocity field within the ice shield can be computed by mere
quadratures (if the temperature field and the geometry are prescribed). The
formulas (2.25); and (2.26), g, however, also imply the following important facts
of the shallow ice approximation, which can be tested by observation and thus
may be used as evidence whether the approximation is applicable in a particular
case:

e The horizontal shear stress vector points in the direction of steepest descent
of the free surface. It is zero parallel to the level lines.

e At any given position in the horizontal plane, the horizontal velocity vector
vy does not change direction with depth. Its direction at all depths is that of
the steepest descent of the surface topography.

e A dome or a trough is the location of vanishing horizontal velocity.

These properties were first recognized by HUTTER [71].

(iii) The heat equation shows that, whereas heat advection is significant in all
spatial directions, conduction is dominant in the vertical direction. This means
that the heat equation is parabolic only with regard to the vertical coordinate,
but has been hyperbolized in the horizontal directions. For very thick ice sheets(?)
vertical thermal diffusion is small (D < 1) and dissipation large (£ = O(1)) so
that thermal diffusion essentially operates only in a near-basal boundary layer.
For very thin ice sheets D = O(1) and £ < 1, so vertical convection of heat is
significant over the entire depth but dissipation is small. In ice sheet modelling
through ice ages both situations must be expected, leaving no room for further
simplifications.

This limiting equation set has been used by virtually all numerical mod-
ellers who deal in one way or another with the deformation and distribution of
temperature in ice sheets. Isothermal plane and axisymmetric [134, 135] flows,
thermomechanically uncoupled cases with prescribed temperature [136] and the
full plane [35, 61, 62, 78, 102] and axisymmetric [79] coupled cases were ana-
lysed before the full three-dimensional theory was numerically implemented in
FD-programs [16, 17, 18, 80, 90, 91]. With them the steady-state response of
Greenland, Antarctica and other ice sheets were studied, but also their re-
sponse to climate variations, including complete interglacial cycles [19-23, 59,
81, 82, 84, 86, 87, 88, 89, 103, 105, 125, 129, 158, 188]. Historical and hy-
pothetical ice sheets were also studied [4, 85, 99]. Presently, the physical as
well as theoretical weaknesses of this limiting model are recognized; the theory
has been extended e.g. to handle polythermal ice [7, 47, 50-56, 68, 71], but
the shallow ice approximation is also extended to overcome its mathematical
shortcomings.

(*) Compare the definitions of D and £ in (2.17).

http://rcin.org.pl



LARGE SCALE MOTION AND TEMPERATURE DISTRIBUTIONS 931

2.4. Limitations of the shallow ice approximation

These occur because the shallow ice approximation is, as an asymptotic the-
ory, not uniformly valid in the entire domain over which the ice extends. Regions
of its fallacy are near-margin zones and the vicinity of ice domes and ice divides.
Both can be revealed by scrutinizing the ice-thickness-evolution equation (2.4),
which upon using (2.5) and (2.26) takes the form

oh i/
8: - V}{'(DsgVHhs) + bs + bb = : (hb = h‘U + —Q—h)
(227) ! 2
1
= DsgAHhs + (VHDsg)'VHh’s + by + by — — (h,b — hg + ih) ;
Tl Oa
where

Dsg(hSa hb, HVHhs”) Ds("’m hb» ”VHhs”) + Dg(th hbs “VHhs”)

= c(0g)™  (hs — hy)™ || Vrhy ™!

hs
+ 298 [ ATE)IHE) e - 2) ds
hy

Glen C(Qg)m_l(hs _ hb)m—l+1||VHhS||m—1

h.w
2 2(99)”E||VHhS||“"1/A(T'(z))(hs — )ty

hh

in which (2.5) has been used and (2.28), is valid for a power law fluid. Dy, is a
diffusivity with Dy and D, due to sliding and gliding, respectively, and formally
Dy = 0 for a cold base. Equation (2.27) is a parabolic advection-diffusion equation
for hs. For A(T') as defined in (2.2) and for a positive-definite creep response
function f(z) (> 0 for z > 0, = 0 for z = 0), or for n > 1 (i.e. Newtonian or
pseudoplastic behaviour) the integrals in (2.27) are bounded. The exact margin
behaviour depends on the values of m, [ and n and could be analysed as shown in
[62]. We are satisfied here with a restricted analysis that discloses the difficulties
and refer the reader to [44, 71].

2.4.1. Near margin behaviour. The behaviour of Dy, D, and their gradients in
the neighbourhood of the margin as hy — h; depends on the exact functional
forms of A, f, on the exponents m, [ (and n), as well as on the functional forms
of by and by in the vicinity of the margin. This behaviour can be extracted from
a local analysis and it turns out that, when hy(z, y,t) — hy(z,y,t) as the margin
is approached, || Vijhs|| usually becomes unbounded. A finite marginal slope is
only obtained (i) at a cold margin (Ds = 0) when Newtonian behaviour at small
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strain rates is permitted (i.e., for a power law with n = 1), and (i1) when sliding
is permitted close to the margin if m = 1. None of these cases is usually assumed
— one uses Glen’s flow law with n = 3 and m = 3, | = 2 — and so computed
margin slopes must be infinite. The detailed analysis of this for plane flow is given
e.g. in (44, 62, 71, 134]. Morland and co-workers request the sliding law to be
such that finite slope profiles at the margin are obtained in which case uniform
validity of the shallow ice approximation is guaranteed, [62, 135, 136, 137]. In
numerical implementations of all other authors except [78, 173], the singular
marginal behaviour is assumed to be local, not affecting the solution away from
it a great deal. All the more, the mesh size is usually considerably larger than
the marginal boundary layer is thick; in other words, the numerics determine a
finite marginal slope and thus regularize the margin by effectively introducing a
mesh-dependent sliding law. Thus, this passive boundary layer does not seem to
be a real problem.

2.4.2. Large surface curvature at ice divides. Consider next the vicinity of a dome
which is characterized by Viyhs = 0. Thus, according to (2.25) and (2.26)

vy =10, T =10, 72 =0 (at dome).

Let us choose the Cartesian coordinate system with origin at the dome. It then
follows from (2.26) locally, i.e., at (z,y) =0

(2.29) Vy-vy = —{C(Qg)’”_l(hs — ha) [ ™

+ 209E£(0) /A(T'(f))(hs —Z) df}AHhs

hs

and from (2.4)
oh hs

(2.30) E =T 3 Vy-vy dz = by + by,
b

Combining (2.29) and (2.30) yields

(2.31) % —DyAyH = bs + by (at dome),

where D, = D+ Dy, is defined in (2.28) and Dy, is obtained from D, by replacing
f(72) by f(0) (which for Glen’s flow law equals zero). In steady state (2.31) can
be used to evaluate the mean surface curvature at the ice divide,

(2.32) Dyrhy = ———— (at dome),
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which explains why the shallow ice approximation may fail close to divides. In-
deed, at a cold divide Dy = 0 and otherwise Dy = 0 unless m = 1. Furthermore,
when f(0) = 0, Dy, = 0 as well, implying that Ayhsgome = 00 in this case, in
violation with the shallowness assumption. Since basal sliding cannot be guaran-
teed at a dome, regularization of the kinematic surface equation at least requires
a finite viscosity flow law (f(0) # 0). However, even with this incorporated, very
large surface curvatures must be expected at a divide.

As was done for the margin regions, numerical integration can be performed
and the divide zone formally regularized through discretization, however obser-
vations indicate that near-divide velocities and temperatures are not accurate in
general.

In attempts to date the ice from ice cores in connection with isotope com-
position studies [1, 2, 3, 11, 12, 13, 93101, 118, 119, 120, 157, 169-172], the
necessity of incorporation of “longitudinal stresses” was recognized, but compu-
tations [28-31, 160, 161, 163, 166, 167] employ streamline models and steady
state with diverging flow properties taken into account by a fudge factor. In
short, the computational suggestions are ad hoc, not in conformity with a proper
scaling, and not appropriate to the three-dimensional situation. First attempts
at a systematic use of higher order terms in the perturbation expansion are due
to BLATTER [6] and MANGENEY et al. [126 - 128]. Equations (2.15) and (2.16),
however, clearly indicate how the shallow ice approximation can be improved
either by formal perturbation expansion or iteration. This analysis is presently
under way in a dissertation at TH Darmstadt.

3. Application of the model to the Greenland Ice Sheet

The above SIA equations have been computationally solved by using finite
difference techniques by Bupp et al. [16, 17, 20], CALOV and HUTTER (25, 26],
HUYBRECHTS et al. [80-89, 103] and FABRE et al. [36]. These programs are
formidable undertakings; we shall not discuss their peculiarities. We present some
computational results obtained with our model, the intention being to highlight
the geophysical implications rather than to expose the numerical complexities.

Ice sheet dynamics is governed by external and internal parameters; the first
contribute to their driving, the second affect their response. The most impor-
tant external driving parameters are furnished by the implemented atmospheric
model of which a very simple version will be presented. Other less direct exter-
nal “forcings” are the interaction of the ice sheet with the solid earth through
the geothermal heat, the bedrock sinking and through the handling of the calv-
ing mechanism at ocean boundaries. Internal parameters relate to the material
behaviour, here most conspicuously expressed by the enhancement factor, the
sliding law at the ice-bed interface and the dissipation associated with it.
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We shall in this section describe these couplings and present some parameter
studies using the Greenland Ice Sheet as a test case. Then simplified climate
scenarios will be applied and, finally, a comparison of the computed with the
measured velocity transect - the so-called EGIG line — will be made. These com-
parisons will not only delineate the difficulties that one encounters when trying
to identify phenomenological parameters of such a large geophysical system, but
equally demonstrate the sheer impossibility of achieving an objective comparison.

3.1. Simplified model-atmosphere

In the model, the atmospheric surface temperature will be prescribed in the
form
(3.1) Ta(z,y,t) = Ta(z,¥)lioc + Tn(t),
where T,(z, y)|10c 18 the present local distribution of the mean atmospheric tem-
perature, and Tp(t) describes the long periodic climate changes. For Green-
land, data of the local temperature was collected by OHMURA [154] and very
well fit by the linear relation T,|ioc = Yo + agyp + vhs, Yo = 55.76 [°C], ap =
—0.8471 [°C°North™!], v = =8 [°Ckm™!], in which ¢ is latitude and h, surface
height above sea level. Tp(t) is the climate driving and will be selected according
to which climate scenario is modelled.

The accumulation-ablation-rate fuction

(3.2) by=S—-M ma™!, ice equivalent]

is divided into snowfall S and melting M. The present-day annual mean of the
snowfall is represented as a polysurface deduced from data reported by OHMURA
and REEH [155]; the annual mean snowfall at earlier times is modelled accord-
ing to

Tp(t) — TR

S(t) = Smin + (St,oday - Smin)m ,

(3.3)

Sm'm = 0.5 Stoday ) Tbﬂin = -10°C y Tg)day =0,
This assumes that the snowfall was half as large at the climate minimum as it
1s today.

To parameterize the melting, we employ BRAITHWAITE'S [10] “positive degree
day” formula

ﬂ-z ( PmaxY )

3.4 M="max (0¥, ——S§

(3.4 = s

with
YTa, TA S Ta s
Y Ta 2 2

B = - T, arccos (_ﬁ P g g — X5 -T4 <M < Ty,

0 —4A 2 Taa
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B =09, By = 2.6 [m water equivalent a~' °C~1],
Y = 10a, Prax = 0.6,

which accounts for the percolation and re-freezing of melt-water and superim-
posed ice, respectively. T, is the mean annual air temperature and 74 its seasonal
amplitude. For a detailed explanation, see CALOV and HUTTER [26].

3.2. Handling of the model ice margin

As long as the ice margin stays on the continent we let it freely evolve, ei-
ther advancing or retreating, depending on whether there is net mass addition
or subtraction. When the ice margin reaches the ocean, then all mass flowing
through that margin position is treated as calving and is lost to the ice sheet.
This mechanism is interrupted only when the ice is retreating again at sheet
positions distant from the ocean.

In the simulations described below, the sea level will be held constant; however
in more realistic modelling it should be a function of time.

3.3. Computations of ice thickness distribution under steady driving conditions

3.3.1. Variation of the amplitude of the annual temperature. We present here the
results of computations of the steady-state geometry of the Greenland Ice Sheet
subject to various external time-independent driving conditions. The model is in-
tegrated subject to various parameterizations, using today’s ice thickness distribu-
tion and temperature distribution it obtains for today’s thermal equilibrium as
initial conditions. Computations are continued until the ice thickness and the ice
margins as well as the temperature distribution no longer change. This happens
at approximately 50 000 model years. In the standard run we use as geothermal
heat G = 42 mW m 2 as enhancement factor E = 3, and as seasonal air temper-
ature amplitude Ty = 14°C. Figure 2 a displays the level lines of the free surface
and the ice margins obtained when also the no-slip condition is imposed on the
entire basal surface. When compared to the observed present surface topography
(see CaLov and HUTTER [26]), the ice extends too far to the North and does not
extend enough in the South. Moreover, the computed Summit height is about
600 m too high.

If we enlarge or lower the amplitude of the annual temperature variation by
7°C, to T4 = 21°C (Fig.2b) and T4 = 7°C (Fig. 2¢), it is seen that the former
results in a substantial ice sheet reduction while the changes in the latter scenario
are far less dramatic. This non-symmetry in the behaviour is due to the boundary
conditions at the ice-ocean margin: free evolution for ice retreat but full calving
for advance.

3.3.2. Variation of the sliding parameter. By incorporating a sliding condition
along the ice-bedrock interface, reduced ice thickness (close to reality) can be
modelled; this is simply because ice flows more easily toward the margins. At
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a positive feedback margin slopes will be less steep and there is an increased
ablation zone.
We shall use the sliding law

(3.5) vi(hy) = —cph||Virhs||* Vs

in which h is the ice thickness and hy the surface height a.s.l. ¥V is the hori-
zontal gradient operator, vy the horizontal velocity and cp a coeflicient with
dimension a~!.

Computations were performed for steady state using now a latitude-dependent
amplitude of annual temperature T4 = a + by, a = —23°C, b = 0.55°C North™!,
and implementing sliding everywhere according to (3.5) with ¢3r = (2; 6; 10) x
10*a~!, and frictional heat due to sliding ignored, Figs.3a, b, c. Tt is seen that
increasing the sliding coefficient causes a lowering of the North- and South domes
of about 200 m, compare Fig. 3a with Fig. 3b. The results for ¢j; = 10 x 10*a™!
(Fig. 3¢) are obviously very unrealistic, but they demonstrate how catastrophi-
cally an ice sheet can develop when sufficient sliding is provided. The ice sheet
has been split into essentially two parts with an ice-free 800 km wide zone in
Middle-Greenland. The South cap exists, because it sits on high elevated ground
but equally also because of the large snow accumulation rate there. If the fric-
tional basal heat were incorporated, the two caps in Fig.3c¢ would be even
smaller; however, rebound of the substratum is a negative feedback and both
may approximately balance.

Scenarios with sliding restricted to the basal melting zones, and frictional
heat as well as bedrock sinking incorporated are analysed by WEIs et al. [188].

3.3.3. Variation of other parameters. We have also varied the snow melting par-
ameters (31, (3; and the geothermal heat. While these also have some definite in-
fluences upon the steady-state geometry of an ice sheet, their variation about the
most realistic values has indicated less dramatic sensitivity than with variations
of the amplitude of the mean annual temperature 74 or the sliding coeflicient
cy. However, variations in the geothermal heat flow changes the temperature
distribution close to the base considerably.

3.4. Basal temperature evolution through the ice age

3.4.1. Glacial climate cycles. The external driving surface temperature T'p is con-
structed from the data of the Vostok ice core, Antarctica (BARNOLA et al. [1]),
by selecting upper and lower bounds, Fig. 4,

TL(t) climate I,
Tp(t) = {

(3.6)
TH(t) climate II,

respectively. These idealized cycles are prolonged by one period into the past
in order that the model can be spun-up to appropriate initial conditions at the
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end of the Illinoian Ice Age. The idealized climates I and II reproduce the steep
warming from the climate minima to the interglacials very well, but model the
slower decay from the Eemian Interglacial to the Wisconsin minimum relatively
poorly. We thus expect different results for the two.

T T
0 50 100 150

Age (kyr BP)

F1G. 4. Vostok éD-temperatures as taken from BARNOLA et al. [1] from present to
160 ka BP together with the model climate scenarios (I) and (II) that describe an
approximate upper and lower bound to the Vostok data. Circles indicate points
with abrupt climate changes or at climate maxima and minima, respectively.

Computional results are presented for the following scenarios:

e [ or II: Response of the Greenland Ice Sheet under standard conditions (i.e.,
E=1G=42mWm2, no-slip) to the external climates I and II, respectively,
while ignoring the thermal response of the substrate.

e [-S: Same as I, but now the response of the substrate is taken into account.

e [-S-E=3: Same as I-S, but now the enhancement factor of Wisconsinan ice
1s applied throughout.

In the first set of computations the ice thickness distribution will be held
constant, the intention being to isolate the thermal response of the system
substrate-inland ice. If the evolution of the geometry were varied, it would be
very difficult to find the primary cause for the particular behaviour.

3.4.2. Basal temperatures at Dye 3, Summit and Camp Century. We discuss here
the time series of temperature at the base which follow from computations ac-
cording to the above idealized climate scenarios. The time series should not be
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regarded as giving a realistic temperature distribution through 275 ka, but they
disclose very significant behaviour that could not so well be identified with more
realistic scenarios. The bore-hole positions are significant because extensive iso-
tope studies have been performed (HANSEN and LANGWAY [57], DANSGAARD et
al. [32], JOHNSEN et al. [92]). For these analyses it is of interest to know (i) how
basal-temperature peaks lag behind the driving peaks, and (ii) whether the basal
ice at these positions has at any time been at melting. Keeping the ice geom-
etry fixed puts the results on the safe side in this regard, i.e., makes the base
somewhat warmer.

For Dye 3, Summit and Camp Century time series are presented for the
driving surface temperature (climate I), the homologous basal temperature of
scenarios I, I-S and I-S-E=3, and the deviation of the geothermal heat flow
into the ice from the “equilibrium” value Geq = 42 mW m™? of scenarios I-S and
I-S-E=3. The sytem is driven by two ice age cycles as illustrated in Fig. 4, lasting
from 275 ka BP to present.

a. Dye 3. Scenario I, computed without taking the thermal response of the
rock bed into account and by using £ = 1 (Fig.5b) shows that both maxima
and minima of the homologous temperature at the base occur 11.6 ka, 6.5 ka and
3.2 ka, respectively, after the corresponding maxima of the driving time series
T,(t). The second of the two phase lags of the minimum is smaller than the first
because the temperature rise to the Holocene is faster than that to the Eemian
Interglacial. The graph also shows that no spin-up is needed for this scenario,
because the two maxima of the basal temperatures are the same. Today’s basal
temperatures are by 0.5°C lower than the present equilibrium temperature would
be. Whereas the deviation of the basal homologous temperature from its corre-
sponding equilibrium value is largest at the last Interglacial (at about 135 ka
BP), this deviation is smallest at the climatic minimum.

If the thermal inertia of the rock bed is included (Fig. 5¢), the present homol-
ogous basal temperature is 1.69°C below the corresponding equilibrium value.
The deviation from the equilibrium value at all times where it is calculated is
here larger than for scenario I. The model is not completely spun-up after one
cycle because the relative maximum at 110.2 ka BP is larger than that at 237.8 ka
BP: The rock layer adds additional thermal inertia to the system. Furthermore,
whereas the phase shifts of the minima (6.5 and 3.2 ka) are exactly the same
as those of scenario I, those of the maxima are roughly doubled. Interesting to
note is the temporal variation of the heat flow into the ice from the rock bed.
Panel e) shows the deviation of this flow from its value at the lower boundary,
Geq = 42 mW m 2. This heat flow is either larger or smaller than its equilibrium
value by up to 21%. The present value is by 4mW m~? smaller than G, and
the tendency is falling. Also interesting is that the phase shifts of the maxima
(and minima) differ from those of the temperatures. This is the manifestation of
nonlinear effects.
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the first relative maximum and compares it with the second.
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Computations for a I-S-E=3 scenario, see Fig.5d, f, show that, because the
ice is softer in this case, cold ice will be transported downward faster than with
E = 1. Basal temperatures are now colder (by approximately 2°C), and phase
shifts of the maximum basal temperatures shorter than for £ = 1 (20.3 ka,
18.9 ka) while those of the minima remain the same. The variation of the heat
flow through the ice-rock interface is also slightly enhanced. Thus the softness of
the ice has a significant effect on the thermal regime of the Greenland Ice Sheet
through time.

Calculations were also performed for scenario II (without a rock layer and
for E = 1), but are not shown here. When compared with the results obtained
with scenario I it is seen that the faster approach from the Eemian Interglacial
to the Wisconsinan minimum is also visible in the temporal distribution of the
basal temperature: The base is generally colder than for scenario I, but the
maxima and minima of the homologous temperatures and their phase shifts are
not very much different from those of scenario I, and, in particular, the present
basal temperature is practically the same. The steep warming of the climate at
the end of the last Ice Age seems to hide the detailed variations of the climate
during the Ice Age.

b. Summit. Let us compare the results for this location with depth h ~ 3200 m
(Fig.6) with those of Dye 3, h = 2000 m. Again the phase shifts between the
maxima of the homologous temperature are larger than those of the minima
(Fig.6b, c, d). For scenario I one glacial cycle is enough to obtain the spun-up
temperature distribution. Phase shifts of the maxima of the homologous basal
temperature are far larger for scenario I-S than for scenario 1. And for softer
ice, E = 3, the basal temperature and phase shifts are generally smaller than
for the corresponding computations with £ = 1. The heat flow into the ice
roughly agrees with the equilibrium value 42 mW m~? but the tendency is falling.
All phase shifts for Summit are larger than for Dye 3, and the corresponding
amplitudes are smaller, both effects that are largely due to the larger thickness
of the ice at “Summit”.

¢. Camp Century. Because the ice at Camp Century with its 1.4 km thickness
is thinnest in comparison to the previous bore hole sites, it is expected that the
corresponding phase shifts are smallest and the amplitudes largest, see Fig.T.
Whereas this is indeed so for the amplitudes, the phase shifts for Camp Century
are in almost all scenarios and cases as large as (or even larger than) for Dye 3.
Note that the phase shift for the first minimum in scenario I-S is larger than
for Dye 3. A possible explanation could be that the model is still in the process
of spin-up. On the other hand, the result indicates that thickness cannot be
the only quantity that is responsible for the delay of basal processes from their
climate forcing. Diffusion, advection and dissipation equally contribute. Among
the three locations, the temporal variation of the heat flow into the ice deviates
most from the equilibrium heat flow, and the present value is smaller than the

2

equilibrinm value by an amount of 6 -8 mWm ~.
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3.5. Comparison with the data

In this section we compare the ice-sheet-surface velocities that were measured

along the EGIG (International Glaciological Greenland Expedition) traverse [64,
25].

3.5.1. The velocity data along the EGIG traverse. The EGIG traverse is the best
known measuring traverse in Greenland and crosses Greenland approximately
at the 70° N latitude from West to East (see Fig.8). For our comparison, those
measuring points listed in HOFMANN [64] with an approximate distance of 40 km
will be considered, which corresponds to our numerical horizontal grid resolution.
During the EGIG expedition the free surface velocity

(3.7) Ui (hs) = VRS (hs)| = [0 (hs)eq + vy (hs)ey|

and the polar angle @™ between the vectors e, and vj;*® were measured.
Figure 8 displays the measured EGIG velocities (i.e. horizontal projections) as
arrows at positions P1 to P17 along with the level lines of the free surface
topography. These velocities decrease from 109.71ma~! at position P 1 in the
West to a minimum of 3.54 ma~! at position P 14 in the center and increase again
to 12.46ma~! at position P 17 in the East. Qualitatively, this is in conformity
with the shallow ice approximation, which states that the horizontal velocities are
pointing in the direction of steepest descent (i.e., orthogonally to the level lines)
and are proportional to (0hs/dc)", where o is the distance measured along the
direction of steepest descent and n = 3 is the exponent in Glen’s power law. Thus
the velocities grow with increasing surface slope, corresponding to a reduction
of the distance between the level lines, as shown.

3.5.2. Comparison of measured with computed EGIG-velocities using computations
with fixed surface geometry. Table 3 summarizes the comparison of the mea-
sured and computed surface velocities along the EGIG traverse at points P 1 to
P17 as obtained with climate scenario I-S. This scenario drives the ice sheet
evolution with an upper bound of the Vostok temperature data as explained in
Sec. 3.4.1. The thermal inertia of a 4 km thick solid rock layer is accounted for
and the no-slip condition at the ice-bedrock interface is applied. The enhance-
ment factor in the flow law is F = 1 (i.e. Holocene ice conditions are applied
throughout), and the geothermal heat is G = 42 x 1073 Wm 2. Columns 1, 2
and 3 of Table 3 list, respectively, the measuring point, the modulus of the hori-
zontal components of the free surface velocity v}**(hy) and its polar angle @™
as inferred from the measurements. The corresponding quantities v}3°¢(hs) and
©™°4d are obtained from the computation and listed in Columns 4 and 5. In
addition, Table 3 contains in columns 6 and 7 the relative deviations

vl (hs) — v (hy)
v (hs)

(3.8) AA,(hs) = % 100 in %
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F1G. 8. Present surface topography of the Greenland Ice Sheet with the
EGIG-traverse (a). The deep borehole positions are also indicated by a triangle
(Dye 3), an asterisk (Summit) and a diamond (Camp Century). Measured velocity
vectors at positions P 1 to P 17 along the EGIG-traverse (b) where the comparison

with computational velocies is performed, see Tables 3 to 5.
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of the measured and modelled EGIG-velocities, and the absolute deviations
(3_9) AGO = @meas _ Qmod
of the modelled from the measured polar angle.

Table 3. Comparison between measured and modelled EGIG-velocities as obtained for
conditions of scenario I-S. Columns 1 to 7 list the position, measured surface speeds in
ma ', their polar angle in °, the modelled surface speeds and their polar angles and

the relative error of the speeds in % and the absolute error in orientation as defined
in (3.8) and (3.9).

Posi-  oless(h)  @mes o] gmod(h)  @med o] AA,(h,)  AO[]
tion [ma™'] [ma™'] (%]

P1 109.71 203.14 24.42 196.88 349 6.26
P32 88.28 206.34 26.75 200.33 230 6.01
B3 70.71 209.91 23.91 201.45 196 8.46
P4 59.07 213.35 22.32 201.94 165 11.41
P5 47.75 202.40 17.06 203.82 180 —1.42
P 6 39.96 202.17 13.60 199.39 194 2.78
P 7 31.40 200.60 11.59 202.18 171 —1.58
P8 25.67 197.76 9.56 202.02 169 —4.26
P9 18.76 194.73 6.93 200.83 171 —6.10
P 10 13.38 189.73 4.99 200.55 168 —10.82
Bl 9.88 182.79 3.50 200.03 182 —17.24
B 12 6.99 172.80 2.21 196.36 216 —23.56
P 13 4.21 144.46 0.71 190.05 493 —45.59
P 14 3.54 95.56 0.24 39.42 1375 56.14
P 15 4.83 62.10 1.29 24.64 274 37.46
P 16 7.58 44.47 2.87 22.89 164 21.58
P17 12.46 3373 4.50 17.42 177 16.31

Today’s EGIG velocities of scenario I-S are all smaller than those of the mea-
surements. This must certainly be in part due to the reduced deformability of
the model ice with E = 1 that corresponds to Holocene conditions. In spite of
this, a discussion of the results from scenario I-S reveals useful insight. Quali-
tatively, the EGIG velocities of scenario I-S show the right dependence on the
position along the EGIG traverse. The relative minimum of the modelled vel-
ocities arises at position P14, as in the observations. The computed velocities
grow from position P 14 in both directions towards the ice margins in the West
and the East. Overall the relative deviation AA,(hs) of the modelled from the
observed EGIG-velocities is rather large. At position P 1, A4, (hy) = 349%; at
P8 it has a low of AA,(h) = 169% and at position P 14 it is as large as 1375%
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(note that if AA,(hs) were normalized with vi*® (hg), this value would be 95%;
so the discrepancy is highly exaggerated). The best agreement of the modulus
of the velocity is reached at P16 with AA,(hs) = 164%. The dependence of
the relative velocity deviations AA,(hs) on the position of the EGIG-traverse
is conspicuously correlated with the free surface height. The latter assumes at
P14 a relative maximum. In addition, in the vicinity of P 14, the gradient of the
free surface is rather small. Therefore, there are two explanations for the large
deviations of the measured from the computed velocities at P 13, P 14 and P 15.
First, the shallow-ice approximation is an invalid approximation in the vicin-
ity of a dome or ice divide and fails at the ice divide when a power flow law
is used [44, 78, 71, 133, 159, 161, 173]. Second, small slopes of the free surface
means that the numerical determination of these slopes from the height distribu-
tion requires the difference between two nearly equal numbers with consequent
round-off error, and in turn the propagation of large errors in the evaluation of
the velocities.

Overall, the differences A@ of the modelled and measured polar angles are
not particularly large; this comes as no surprise, because in scenario I-S the
smoothed surface topography is prescribed and held fixed during integration.
This smoothed topography nearly agrees with the original topography provided
by the data. Particularly small values of |A@| arise at P5, P6, P7 and, not
surprisingly, the largest values of |A®| occur close to the ice divide at P14
(A@ = 56.14°).

The EGIG-velocities, modelled with scenario I-S-E=3 - the computation
equivalent to I-S but with an enhancement factor E = 3 — show the same qual-
itative behaviour as do those that were compared for scenario I-S. One would
expect roughly a tripling of the modelled velocities; however, because of the ther-
momechanical coupling, the enlargement of the velocities is somewhat smaller
because the basal ice is also colder. The modelled velocities along the EGIG
traverse are now larger by a factor between 1.4 and 1.9., and the relative devi-
ations AA,(hs) are smaller than for scenario I-S; in fact AA,(hs) generally lies
below 100% except at P 1, P12 — P 15, with a maximum of 941% at P 14. The
differences in the polar angles, |A@|, remain essentially the same.

We conclude that whereas the enhanced apparent fluidity of the Pleistocene
ice has moved the modelled velocities along the EGIG-traverse towards the ob-
served values, the adjustment is not sufficient.

3.5.3. Comparison of measured with computed EGIG-velocities using computations
with freely evolving surface geometry. Besides the above fixed domain simulations
with the prescribed topography inferred from the data, computations were also
performed with a freely evolving upper surface that is subject to prescribed snow-
fall and surface melting. The idea was to adjust certain free model parameters
such that the modelled ice surface topographies would agree as far as possible
with the observed surface topography. Such a procedure seems to be more appro-
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priate anyhow, because the original topographic data needed smoothing in order
that the computed velocities would not oscillate unrealistically. The reason for
this was not numerical instability but lack of precision in the measured surface
heights. In what follows, we shall describe results from two computations with
free ice thickness, but with today’s climatic conditions at the free surface held
constant; thus, contrary to the preceding computations, the ice-age-temperature
varlations are not accounted for.

In the first computation we employ the following conditions: £ = 3 and basal
sliding throughout (i.e. at both temperate and cold basal points) with the fric-
tional heat accounted for. The free surface geometry now differs from that of the
measurements, but the horizontal surface velocities along the EGIG-traverse can
still be evaluated. Table 4 compares the measured EGIG-velocities (speeds and
polar angles) with those of the model at the positions P 1 to P 17. In addition to
the previous Table 3 it contains in column 4 the modelled basal speeds, v}2°9 (hp).
This allows a direct comparison of the contributions of sliding and gliding (due to
creep deformation over the depth). Overall, the EGIG-velocities v}3°4(hy) agree
better with the measured EGIG-speeds than in the computations of scenario
I-S-E=3. However, the polar angles now deviate more from the measured values
because the free surface is free to evolve.

At position P1, v%°4(hy) is now larger than v (h,), a fact that is ex-
pressed by the negative sign in the relative deviation AA,(hs) = —8.5%, which
for scenario I-S-E=3 was as large as 138%. This increase of the EGIG velocities
at P 1 is, however, only in parts due to the sliding that is incorporated in this
computation. The sliding velocity v%°4(h) at P 1 with its 22.97ma"" is only
about 20% of the modelled EGIG-velocities there. The increase of the computed
EGIG-velocity at P1 can be traced back in this case to the change of surface
topography. At positions P2 to P 7 the relative deviations |AA,(h,)| are of the
order of 5%, in excellent agreement with the observations. Somewhat striking is
the large value AA,(hs) = 234.5% at position P 12. It is at this location, where
the computed surface height assumes its maximum along the EGIG-traverse. In
the scenarios I-S and I-S-E=3 this role was played by position P 14, and AA,(h;)
reached a maximum in this location for these scenarios. Here it is, however, no
longer appropriate to attribute the large deviations to accidental errors in the
ice topography, because the latter is now determined by computations. It is ev-
ident that the model is not ideally capable of reproducing regions with small
free surface slopes close to domes, obviously a demonstration of the nonunifor-
mity of the validity of the shallow ice approximation. At P14 - P17, AA,(hy)
is approximately —50%; the computed EGIG-velocities are too large in these
positions.

At P13 and P 14 the difference of the polar angle as obtained from observa-
tions and computations is larger than 180°, but, of course, its complement to
360° is then smaller than 180° and precisely indicates the error in the orienta-
tion of the velocity. Tt also comes as no surprise that the maximum errors of the
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orientation arise where the surface speeds are smallest. Overall, the agreement of
the orientations of the computed velocieties along the EGIG-profile with those
of the observations is fair.

Table 4. Same as in Table 3, but now as obtained under conditions for which the free sur-
face has been freely evolving for 50 000 years under steady driving conditions. Columns
are the same as in Table 3, except that column 4 has been added which lists the modelled
basal ice speed in ma~!. At P13 and P 14 both, the polar angle and its complement to
360° are listed. For details see also caption to Table 3.

Posi- v**(h,) @™ [] wv2(h) v3*(h,) B™4[°] Ad.(h,) A6 [?]
tion  [ma!] [ma=!'] [ma™) (%]

P1 109.71 203.14 22.97 119.91 193.32 -8.5 9.82
P2 88.28 206.34 15.07 86.44 200.96 2.1 5.38
P3 70.71 209.91 11.49 67.21 204.63 5.2 5.28
P4 59.07 213.35 9.54 56.02 207.23 5.4 6.12
P5 47.75 202.40 7.96 45.81 207.83 4.2 —5.43
P 6 39.96 202.17 6.83 37.18 205.42 7.5 -3.25
P7 31.40 200.60 5.58 29.92 206.35 5.0 -5.75
P8 25.67 197.76 4.23 23.20 208.70 10.7  —10.94
P9 18.76 194.73 3.01 16.27 210.96 15.3 -16.23
P 10 13.38 189.73 2.06 10.45 215.04 28.0 —25.31
P11 9.88 182.79 1.26 6.05 221.02 63.3 —38.23
P12 6.99 172.80 0.45 2.09 239.75 234.5 —66.95
P13 4.21 144.46 0.71 3.39 346.43 24.2 -201.97
P13 158.03"
P 14 3.54 95.56 1.52 7.31 358.30 —-51.6 —262.74
P 14 97.26*
P15 4.83 62.10 2.76 11.99 4.07 -59.7 58.03
P 16 7.58 44.47 4.44 18.06 8.28 —58.0 36.19
P17 12.46 33.73 6.06 24.91 9.96 -50.0 23.77

In the next computation the model conditions are the same as above except
that sliding is now restricted to the temperate basal regions; the comparison
between the modelled and measured EGIG-velocities is given in Table 5. The
relative deviations |A A, (hs)| of the measured from the modelled EGIG-velocities
are now in all positions less than 100% with a maximum of 71.9% at P 17 and a
minimum of 0.2% at P 2. Over most of the EGIG-traverse the computed surface
velocities are larger than those observed, the reason being that at the positions
where this happens (P 5—P 14) the free surface heights are too large. Because of
the restricted sliding in this, as opposed to the previous, computation, less ice is
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transported to the margin. Notice also the values of the basal velocities v/5°9(hy)
in Column 4 of Table 5 which differ from zero only at the positions P 1 to P 3.
At these positions, the ice thicknesses of the two computations are very similar,
implying that the deviations |[AA,(hs)| are relatively small. This is exactly the
other way around at positions P 16 and P 17. Here, A A, (h;) have opposite signs,
a fact that is likely due to the small surface slopes.

Table 5. Same as in Table 4 but now for sliding arising only at temperate basal spots.
In P14-P 17 both the polar angle and its complement to 360° are listed. For details,
see also caption to Table 3.

Posi-  vfi*(hs) O™ [°] v*d(hy) vF°(hs) O[] AA(h) A6 []
tion [ma~!] [ma™] ma=? [%]

P1 109.71 203.14 26.48 135.45 191.82 —19.0 11,32
B 2 88.28 206.34 15.39 88.41 203.03 -0.2 381
P 3 70.71 209.91 2.90 63.81 211.24 10.8 —1.33
P4 59.07 213.36 0.00 52.89 216.96 11.7 -3.61
P 5 47.75 202.40 0.00 50.00 209.73 —4.5 —-7.33
P 6 39.96 202.17 0.00 44.39 203.64 —10.0 —1.47
P 7 31.40 200.60 0.00 38.30 206.02 —18.0 —5.42
P8 25.67 197.76 0.00 30.12 210.13 —14.8 —12.37
P9 18.76 194.73 0.00 21.88 213,51 —-14.3 —18.78
P 10 13.38 189.73 0.00 15.68 217.12 —14.7 —-27.39
P 11 9.88 182.79 0.00 11.64 224.58 —15.1 —41.79
P12 6.99 172.80 0.00 8.07 233.51 —134 —60.71
P13 4.21 144.46 0.00 5.39 256.08 —-21.9 -111.62
P 14 3.54 95.56 0.00 4.71 279.11 —24.8 —183.55
P 14 176.45*
P15 4.83 62.10 0.00 4.47 300.86 8.1 -—238.76
P15 12].:24*
P16 7.58 44 .47 0.00 5.01 331.49 51.3 —287.02
P16 72.98*
P 17 12.46 33.73 0.00 7.25 350.48 71.9 -316.75
P17 43.25*

The orientations of the computed EGIG-velocities at P 1 to P8 are fairly
well reproduced; however, the differences |[A@| are now somewhat larger. At
P 14, there arises an almost perfect inversion (A@ = 176.45%). This result is not
surprising since position P 14 is where the surface height along the EGIG-traverse
reaches its maximum. The agreement of the orientation of the surface velocities
at P 15 to P 17 is also worse than in the previous computation, probably because
the North dome has moved towards the NE.
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To compare the last two computations objectively, we have calculated the
means

(3.10) |AA4,(hs)| =

}il ’AAr(thi m - zlll IA@Ji
7

17 ' 1
over all 17 positions and found the results of Table 6. Accordingly, the moduli of
the surface velocities are better reproduced in the second computation, and their
orientations are in better agreement in the first. Because we regard the speeds as
more significant, the conditions of the second computation are probably closer
to reality.
Table 6. Mean values of the moduli of the relative deviations AA, (hy)
and the absolute deviations A@ for the seventeen selected points along
the EGIG-traverse (see Egs. (3.8) and (3.9)) for the steady-state com-
putations with sliding overall (a) and that with sliding restricted to
the temperate basal spots (b).

|AA-(hs)| [%] |Ae] [7]
a 37.2 33.6
b 19.1 42.4

4. Concluding remarks and outlook

For the Greenland Ice Sheet and probably all large ice sheets, the equilibrium
temperature distribution is an unrealistic concept to estimate the temperature
distribution for present climatic conditions. This statement holds true for all
times through the last glacial cycle except perhaps the climatic minimum at
16 ka BP. The present temperature distribution in the Greenland Ice Sheet is
affected by the last glacial cycle (Wisconsinan Ice Age), and to some extent the
Ilinoian Ice Age, as well as by the thermal inertia of the uppermost part of the
rock bed. The temporal variation of the surface (air) temperature contributes
significantly to the temporal and spatial distribution of the heat flow across the
ice-rock interface, as it may vary from 33 to 43 mW m™2

By using various scenarios it was shown (but is not demonstrated here) that
some parts of the basal area — probably rather small — were and are temperate,
but that the locations where ice cores were drilled were probably never temper-
ate. This statement holds even when the free surface is varied along with the
climate driving, because the base can only become colder in this instance. Fur-
thermore, the exact temporal variation of the homologous temperature at the
base of “Dye 37, “Summit” and “Camp Century” depends on the mechanical
and thermal properties of the ice, the thermal response of the rigid rock bed and
the climate driving force through the surface temperature through time.

These inferences are drawn by using a restricted number of scenarios. The cli-
mate driving temperature was drastically simplified from the Vostok data. The
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rock bed was assumed to be rigid and so the deformation of the lithosphere and
the astenosphere were ignored, and the free-surface geometry was held fixed.
These effects were thought to be of negligible influence, and in any case a de-
scription is possible only on the basis of unreliable data.

This review explained the theory upon which the thermomechanical processes
of land-based ice sheets are based, and how this theory is reduced by a scaling
analysis to the so-called shallow ice approximation. This turned out to be the
lowest order outer solution of a matched asymptotic perturbation scheme valid
except in a near margin boundary layer and in the vicinity of ice divides(?).
Numerical solution of the governing equations are nevertheless generally con-
structed through the entire ice sheet on the premise that the two inner regions
are passive. While this seems to be correct for the near-margin layer, compar-
ison of computed velocities along the EGIG-profile (and obtained with various
computational scenarios) with the measured ones indicates that this is not so
for the ice divide region. This conclusion is justified because deviations of the
computed and measured velocities are systematically larger close to the divide
than elsewhere.

Of course, authors of papers on ice divide analysis are aware of this fact
(6, 2831, 44, 73, 78, 133, 166, 173], but no attempt has so far been made to
construct near-ice-divide solutions of the full Stokes equations. BLATTER [6] has
made a first attempt towards that end, but the works of DAHL-JENSEN [28 - 31],
REEH [160-163] and R1Tz [164 - 167] and associates, intended to achieve this and
known under the terms “longitudinal stress” or “longitudinal stretching effects”
[15, 67, 151] cannot, in general, be systematically extended to embrace eventually
the full Stokes equations. The scaling analysis of this article shows how it should
be done, either by a formal perturbation or — and numerically more efficiently -
by iteration; we are presently doing this.

Ice shield analyses need other, equally important amendments. The consti-
tutive model of this article is that of a fluid and therefore necessarily isotropic.
However, ice at depth is strongly anisotropic [27], while at formation from sin-
tered snow in the surface layer it is isotropic. This stress-induced transition has
only recently been incorporated into the first models [49, 131, 174, 175]. Their in-
corporation into ice sheet analyses and, in particular, the construction of reduced
model equations by implementing the shallowness assumption is still ahead of us.
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